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Foreword

History and Charge of Panel

In December, 1987, a Technical Review Panel was formed by the Center
for Education Statistics to conduct an external review of the National
Assessment of Educational Progress (NAEP). The panel was charged with
examining three broad issues:

--The apparent lack of comparability between the findings of the 1984
and 1986 reading assessments;

--The accuracy of NAEP trend data, particularly in reading and
mathematics, and apparent inconsistencies between NAEP trend data and
those from other major tests; and

--Problems and possible solutions in the expansion of NAEP to include
a State-by-State assessment.

The panel was organized into two subpanels to carry out its
investigations. One subpanel, chaired by Herbert J. Walberg, addressed the
issues of the 1986 reading anomaly and of the accuracy of NAEP trends. The
other, chaired by Pascal D. Forgione, Jr., addressed issues in the
expansion of NAEP to permit State -level reporting and comparisons. In

addition to separate deliberations by the two subpanels, the entire group
met to exchange views on all three issues, and to reach agreement on its
recommendations and conclusions. The chair for the entire panel was Edward
Haertel.

The panel held 2-day meetings in December, January, and February, and
a final, 1-day meeting late in April. Based on discussions, data provided
by the Educational Testing Service (ETS), interviews with ETS personnel,
and other information, the panel formulated a set of recommendations for
the conduct of the NAEP, designed to minimize the probability of a
recurrence of the reading anomaly, to assure the accuracy and continuity of
NAEP trends, and to address concerns that arise in the expansion of NAEP to
provide State-level achievement estimates and comparisons.

Most members of the panel contributed individually authored papers
addressing particular issues within the charge of the panel. Two of the
panel members, Dr. Forgione and Dr. Guthrie, coauthored their papers with
colleagues who were not members of the panel. To varying degrees, these
papers reflect the results of discussions and deliberations by the panel as
a whole, but each represents primarily a single author's position. This is
as it should be. The members of the panel were deliberately chosen for
their varied areas of expertise and their varied perspectives. and in their
respective papers, each addressed areas in which she or he was especially
well qualified.
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Following the preparation of the separate papers, Dr. Haertel reviewed
their findings and recommendations, and drafted the "Report of the Panel,"
which summarizes and supports the findings presented in the separately
authored papers. This draft was circulateu to all of the panel members,
and wised in response to the comments received. The Report addresses
each of the panel's three charges in turn, summarizing major points from
all of the relevant background papers, and from the panel's deliberations.
At many points, the reader is referred back to the separate papers for more
extended discussion.

This document is the final product of the panel's deliberations. It

includes an executive summary, the panel's recommendations and conclusions,
an appendix in which one panel mem er qualifies her endorsement of these
recommendations and conclusions, the "Report of the Panel," and the
separately authored pipers.
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Executive Summary

The NAEP Technical Review Panel was convened in December 1987, by the
Center for Education Statistics and charged with examining three broad
issues:

--The apparent lack of comparability between the findings of the
1984 and 1986 reading assessments (reading anomaly);

--The accuracy of NAEP trend data, particularly in reading and
mathematics, and apparent inconsistencies between NAEP trend
data and thos' from other major tests; and

--Problems and possible solutions in the expansion of NAEP to include
a State-by-State assessment.

The panel has produced a set of joint recommendations and conclusions
and a report summarizing its delicerations. These are supperted by
individual papers on particular topics. The panel reacl,ed consensus on its
recommendations, conclusions, and report, with the exception that one panel
member had minor reservations concerning one recommendation and one
conclusion (see "Qualification of Endorsement and Recommendations" on pp.
11-12).

The 1986 Readinz Anomaly

While acknowledging that real declines in reading ability may have
occurred, the panel was nearly unanimous in concluding that the bulk of the
apparent declines in 9- and 17-year-old reading scores was probably
artifactual. In reaching this conclusion, the panel concurred with the
Technical Report on the anomaly by Educational Testing Ser'ice. Thr panel
generally endorsed the ETS investigation of the anomaly, but criticized the
almost exclusive focus on declines in mean scores. More attention should
have been paid to the substantial increases from 1984 to 1986 in the
variances of score distributions at all three age/grade levels. The panel
also criticized the ETS report for considering possible hypotheses in
isolation from one another, when a combination of two or more might easily
have explained the bulk of the observed sco :e declines. The panel also
suggested some additional hypotheses that may merit consideration.

The Accuracy of NAEP Trends

The panel concluded that despite its imperfections, NAEP is a better
barometer of national achievement trends than any available alternative.
The only other national, longitudinal achievement data collected over a
comparable span of years come from college admissions tests, and these
cover relatively limited domains of content, test only at the high school
leNel, and examine self-selected groups of students that are not nationally
representative of their age cohorts. At the same time, the panel concluded
that the quality of NAEP trend reporting could be improved considerably.
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The panel's three principal recommendations for improving the accuracy
and authoritativeness of NAEP trends were first, to assure greater
consistency over assessment cycles in the objectives ..overed; second, to
assure greater care in revising the format of assessment materials or
testing sessions, or any other aspects of NAEP procedures that might impact
the conclnuity of NAEP trends; and third, to provide for an ongoing
statistical evaluation and audit of NAEP data collection and reported
findings, independent of the NAEP contractor.

State-Level NAEP

State-level assessments should be managed by a separate program unit
within the National -NAEP organization, and should be vrallel to the
National-NAEP in most respects. In designing State-NAEP procedures,
comparability among States and between State-level and national data is
paramount. This implies a centralized administration plan. State samples
should be drawn by the same contractor responsible for National-NAEP
samples, a.d the National-NAEP organization should bP responsible for
training State-NAEP examiners, probably personnel provided by States for
the 6- to 8-week period of training and data collection. The 1990 and
1992 pilots authorized by the Hawkins-Stafford law should be used to
explore alternative administration procedures. The panel recommended an
expanded NAEP data collection, covering more learning outcomes and more
background questions. Results at both national and State levels should be
reported at a greater level of specificity. Sufficient data should be
collected from each student to permit accurate estimation of individual
scores (although anonymity would be preserved). The amount of individual
student time devoted to NAEP should be expanded to accommodate these
changes. State-level results should be released promptly. In addition to
reports on absolute levels of achievement, State results should be
referenced to the performance of comparable States, national samples of
students matched to State characteristics, or in other ways that account
for demographic differences. A variety of comparison methods should be
explored and reported in 1990 and 1992.

x 12
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NAEP Technical Review Panel
Recommendations and Conclusions

May 21, 1988

Recomme. dation 1

The frameworks that have been used to orkanize NAEP objectives are
inadequate in terms of comprehensiveness. specificity. and stability over
assessment cycles. Knowledge and skills assessed should be drawn from an
explicit. comprehensive. detailed. and stable domain. Content changes over
iiifiguMts.esli194142gspectfd in terms of this domain, and should be
undertaken only after careful evaluation.

Each organizing domain would include descriptions of the knowledge,
skills, or other possible learning outcomes that might be intended in a
content area such as reading or mathematics. Domains would almost certainly
encompass more than the range of learning outcomes represented by present
NAEP exercise pools, and there would be no expectation that future
assessments would necessarily attempt coverage of all of the particular
learning outcomes within a domain. Domains would provide the basis for the
more detailed reporting of NAEP results proposed under Recommendation 8.

NAEP exercises would be referenced to these domains. However, the
domains would not be simple classification schemes for exercises, nor would
they specify particular forms of test items corresponding to different
learning outcomes. Test item responses are a consequence of mare than one
skill or ability, some intended and some not. The linkage of NAEP exercises
to a skill domain will involve significant issues of item validity,
including exercise formats appropriate for respondents at different ages,
and more generally, the ancillary skills exercises may require. These
ancillary skill requirements can reduce the validity of exercises as
indicators of the learning outcomes they are designed to measure.

Recommendation l

NAEP should broadly assess important learning outcomes. This implies
;ppr2ased emphasis on higher -level learning outcomes now considered critical
for all students. Prioriths should be guided by expert subject-matter
perspectives, as well as current substantive and met.odoloRical research.

A major purpose of NAEF is to inform and focus discussion of education
policy and practice. It follows that, at both the national and State
levels, NAEP must represent a full and rich conception of important
cognitive learning outcomes is the domains assessed. These include the
learnings covered by the typical curricula of the Nation's schools but
should reach beyond the typical. The content of NAEP must not be reduced to
the intersection of the several States' curriculum frameworks, nor to any
"lowest common denominator." Assessment objectives should reelect the best
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thinking of subject-matter specialists, and should focus on emerging views
of learning and knowledge in all content subjects, such as history and
literature. The NAEP objectives should lay a solid foundation for
discussion among professionals and practitioners about such issues as
curriculum. teaching, inservice education, school organization, and policy
alternatives available to State leaders.

The design of NAEP exercises should capitalize on methodological
advances to assure the valid assessment of complex, higher level learning
outcomes as well as important factual knowledge, basic skills, and other
lower level outcomes usually achieved earlier and considered prerequisite
for higher level learnings. Attention should be given to the measurement of
processes such as reading, writing, and problem solving in the context of
content subjects. Finally, various modes of assessment should provide ample
opportunity for students to display their productive abilities. This will
require increased emphasis on writing, speaking, and interacting in both
real-world and school tasks.

Recommendation 3

State-level NAEP should collect information on student: and teacher
background factors and on schooling processes. as well as achievement. In

Particular, a core set of student background questions should be included on
both national -level NAEP and State-level NAEP. State-level NAEP should also
explore the feasibility of collecting information on opportunity to learn
and other schooling processes possibly linked to achievement. Questions
should be used over a series of assessments so that trends can be observed.

NAEP achievement data become more meaningful and more useful if they can
be linked to carefully chosen school, teacher, and student characteristics
and schooling processes, as well as community, home, arm family
characteristics, and students' out-of-school activities. Judicious
selection of background questions is essential. Priority should be given to
those that are (a) important for describing patterns in NAEP achievement
data, (b) plausibly related to achievement, or (c) reflective of other
valued schooling outcomes.

Background questions may be addressed to students, teachers, and
principals. In general, the same questions should be used in State -level
NAEP and in national-level NAEP, and arbitrary changes in backgrounu
questions from one assessment cycle to the next should be avoided. Changes
may be necessary to assure coverage of schooling process variables important
to particular content areas assessed concurrently. Information about
changes in curriculum and instructional methods can be critical to the
interpretation of NAEP trends. If a reliable, efficient. and unobtrusive
method can be found for collecting data on students' opportunity to learn
the content of concurrently administered achievement exercises, this
information might be especially valuable.

4
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Recommendation 4

The amount of individual student time devoted to the conduct of NAEP
Mould Le expanded.

Recommendations 2 and 3 call for increased amounts of information about
individual examinees. In order to accomplish this, increased time is
required for responding to achievement exercises and survey questions on
student background and experiences.

Recommendation 5

Assesgment procedures impacting the continuity of national trends should
not be altered unless there is a compelling reason to do so. Chances should
be made only utter systematic examination of the likely consequences an6
justification in terms of NAEP priorities. Old and new procedures should be
carried in parallel for at least one assessment cycle, on a scale sufficient
to assure continuity of national trends.

In IbejjEjtion's Report Card, Alexander and James place the highest
priority on the maintenance of continuity in the trend lines of NAEP
achievement assessments (p. 7). We strongly concur with this priority.
Undoubtedly, there will be profound changes in future NAEP data collections,
especially in light of recommendations to extend NAEP to permit State-by-
State comparisons. However, whatever modifications are made in the overall
program design, it is mandatory that the procedures used to collect the data
for national trend estimates be parallel in every important respect. During
transitions when old and new procedures are carried in parallel, not only
the assessment exercises themselves but also the data collection procedures
should remain the same. Only this will assure that scale scores with the
same meaning as those available before 1986 can be calculated for 1988 and
beyond.

We stror0:; mdorse the current (1988) ETS replications of the 1984 and
1986 procedure. . v4tal source of information for future design
decisions. Ho, lo not believe that ad hoc investigations are
sufficient tc o. tnuity of NAEP time series. A new process should
be developed .,e r.laquate and systematic evaluation of proposed
procedural ch,li s."; ine technical advisory process to NAEP should
comprehensi7., ; 3....:orporate considerations of procedural design and audit,
as well as aJmi,xe design and analysis. This implies formal review of
on-site administration conditions and procedures, instructions and student
conformity to them, etc., as well as timing and booklet design. This also
implies that the technical advisory body(les) should be composed of
individuals representing all relevant areas of expertise.

Recommendation 6

NAEP data must be collected so as to assure comparability across
§&§_t&g,ELmainz procedures. core instrumentation. and conditions of
administmation must be uniform. Although States may choose to auzment their
data collection, the minimum design must be sufficient to provide comparable
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estimates of achievement levels and distributions for each State- A
centralized administration Plan will best serve the ends of comparabilitv-
As part of the pilot assessments authorized by the Hawkins-Stafford law,
LACES should study the effects of alternative administration procedures on
comparability.

State-level NAEP samples should be drawn following the same procedures
as for the national sample, with the possible exception that schools may be
drawn as the primary sampling units rather than being clustered within
counties or groups of counties. The present practice of returning
questionnaires on excluded students should be continued, and the percent of
students excluded should be reported along with State assessment results.

For those States that wish to participate in the assessment more
extensively, one or more options should be developed for an expanded
assessment, which might include an expanded student sample, additional
background or achievement questions, o- both. The national core
instrumentation must precede any supplementation.

Recommendation 7

Scores of individual students should be estimated and made available for
analysis. However, consistent with confidentiality restrictions in the law,
particular students shall not be identified.

Accurate score estimates for individual examinees would permit NAEP to
report the estimated score distributions referred to in Recommendation 9
below, and would greatly simplify other analyses by the NAEP contractor, as
well as secondary users. In recent National Assessment data collections,
the way in which the Balanced Incomplete Block (BIB) spiraled booklet
assignments were designed made it impossible to generate accurate score
estimates for individual examinees using conventional Item Response
Theoretic (IRT) procedures. In future assessments, the data obtained from
students should permit the accurate estimation of their individual
performance levels. Individual scores could be obtained using eit!ler a
BIB-Spiraled design or alternative designs.

Recommendation 8

NAEP e u is should be reported at a seater level of specificity This

reporting should permit distinctions among important parts of the domains
This will imply the use of multiple scores or scales within domains.

The skill domains discussed in Recommendation 1 must comprise important
and conceptually distinct core components. NAEP should, in terms of these
components, identify the subdomains on which trends in achievement will be
reported. In the past, although a consensus approach for defining
objectives has been followed for each assessment, little attention appears
to have been paid to the continuity of consensus over time. Appropriate
subdomain specification requires a stable skill domain and therefore this
recommendation is critically dependent on the domain specification of
Recommendation 1.
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We distinguish four decision processes. The first, discussed above, is
the specification of a comprehensive and stable domain of skills and
knowledge. A second is the selection from that domain of those learning
outcomes to be included in a particular assessment. The third is the
specification of how these domain components will be grouped for the
calculation of subdomain scores. A fourth decision process, also referred
to under Recommendation 1, is the specification of the relationship between
NAEP exercises and the learning outcomes to be assessed. We are
recommending that each of these decision processes be formalized and
articulated.

Recommendatior, 9

NAEP should extend the systematic reporting of distributions of
achievement, as well as average levels, The impact of changes over
assessment cycles in society, in schooling, and in NAEP procedures on these
distributions should be routinely evaluated

NAEP reporting has been concentrated on averages or central tendency.
Some aspects of the Nation's educational attainment are better informed by
an examination of the entire distribution of scores. For example, changes
over time in average scores may have quite different implications depending
upon whether all or only a part of the score distribution is changing. To
assist in the examination of changes in distribution, NAEP should report
trends for important quantiles of the score distribution. Further
consideration should also be given to other methods of representing changes
throughout the score distribution.

To assist in interpreting changes in score distributions, it is
desirable to isolate the demographic subgroups that contribute to changes in
distributions. This may require collection of additional information on
schools, students, and variations in administrative conditions. The 1988
report by Beaton, et al. on the 1986 reading anomaly includes a partitioning
analysis that reveals the relative contributions to score declines of
changes in the mixture of student subgroups and of changes in performance by
particular subgroups. This partitioning analysis focuses exclusively on
changes in mean performance levels. Such an analysis should be done on a
routine basis, and should be focused on the full distribution, not just the
means.

Recommendation 10

The expansion of NAEP to provide data at the level of individual States
will entail careful study of methods for making and reportinx State
com arisons In the 1990 and 199 pilot stud es a variet of methods
should be explored and reported,

Where feasible, State results should be reported for major process and
content categories, using the same proficiency scales as are used for
National-NAEP. In many content areas, age-specific proficiency scales may
be more useful and appropriate than scales spanning different age/grade
levels. In addition to reporting absolute levels of achievement on these
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scales, each State's performance might be referenced to that of a small
group of comparable States, or to nationally representative samples of
students matched to State population characteristics. Additional
alternatives may also be explored and reported.

Recommendation 11

The reportim of cross-sectional and trend results for State-level NAEP
should characterize both the level and distributions of student attainment
within each State. This reporting should include (a) deoRraphic subgroup
and community differences. (b) variation in performance across major domains
of learning outcomes, and (c) distributions of school-level performance
within the State.

As discussed in Recommendations 8 and 9, reporting score distributions
for major subdomains is more informative than reporting means for broad
content areas. This is true at the State level as well as the national
level. State and national score distributions for major subdomains should
be reported in ways that facilitate their direct comparison to one another.

In addition to distributions for entire States, performance should be
reported for demographic subgroups and types of communities within States,
whenever such reporting is feasible. Feasibility may be limited by smaller
sample sizes for groups or areas within States, or by the legal requirement
that results not be reported for schools or districts in the 1990 and 1992
pilot assessments.

Because the school is an important locus of educational policy, we
recommend that distributions of school means, as well as distributions of
individual scores, be reported. Where samples of schools are sufficiently
large and representative, distributions of school means should be reported
for States, and for different types of schools within States. By law,

particular schools would not be identified.

Recommendation 12

Evaluation of NAEP results, and in particular the source: and magnitudes
of errors in estimated achievement distributions, should be uldertaken
routinely, and not just in response to anomalous findings. Funding should
be assured for an onRoing NAEP evaluation, in some way independent of the
conduct of the assessment.

To achieve its goals, NAEP should contain a strong evaluation component.
This should involve experiments embedded in NAEP that would provide a basis
for empirically resolving outstanding issues. The evaluation should include
a program of basic and applied research to identify sources of error and
model relationships among them. NCES should report NAEP errors on a regular
basis, rather than limiting their investigation to apparent anomalies. In

conducting the evaluations, particular attention should be paid to (a)
NAEP's sensitivity to alternative administration procedures, (b) the impact
of saliency of assessment results on individual student performance, (c) the
consistency of NAEP results with other measures of achievement, (d) methods

8
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of norming NAEP to relate it to actual performance, (e) the influence of
curricular decisions on NAEP outcomes with particular attention to the
problem of "teaching to the test," and (f) year-to-year consistency.

tcncilaktrti,

The anomalous declines in the estimated reading abilities of 9- and 17-
year -olds found by NAEP between 1984 and 1986 are much larger than
improvements or declines over comparable past periods. After careful study
of available evidence, the panel was not able to identify the particular
reasons for the reported drop in NAEP reading scores. However, we believe
that the most likely primary causes of declines so large and so rapid are
changes in testing procedures, and that the 1986 assessment results do not
accurately reflect declines in the real abilities of American pupils. Real
declines in reading ability nay have occurred, but their magnitudes are
likely obscured by factors which do not validly reflect: changes in pupil
learning. The primary causes of the observed decline are still unclear,
although we believe that they are probably located in modifications of
assessment procedures between 1984 and 1986. New studies currently being
conducted by NAEP should help clarify the extent to which such procedural
changes were responsible.

Conclusion 2.

We believe that differences in college entrance examinations versus NAEP
in (1) the populations represented by those bested and a) the content
tested are large enough so that reported trends in college entrance
examination scores are not directly comparable to those from NAEP. NAEP was
established to serve as the most accurate barometer of achievement for
America's young people. Despite its imperfections, we believe that it has
and will continue to serve this function better than college entrance
examination scores.

9 es.
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Qualification of Endorsement of Recommendations

By Jeanne S. Chall

Comments Rezarding_Recommendation 2

I dissent from Recommendation 2 because it places almost total emphasis
on testing higher level learning outcomes. If NAEP focuses primarily on
higher level learnings, the influence of the "lower" on the "higher"
learnings will be difficult to determine.

For understanding the course of development in learning such important
skills as reading, it would be helpful to assess carefully and specifically
the "lower" and "middle," as well as the "higher level" learnings, and also
the school, home, and community conditions that affect them.

Statement on Conclusion 1

I dissent with conclusion #1 for the following reasons:

1. If the 1986 reading scores stem from anomalies in testing procedures,
one might expect similar declines across all ages tested--9, 13 and 17. Yet
while the 9- and 17-year-olds dropped considerably in 1986 over comparable
past periods, the 13-year-olds did not.

If the "most likely primary causes" for the 1986 decline are the
testing procedures, then it would be necessary to show how the "changes"
testing procedures in 1986 affected only the 9- and 17-year-olds and not the
13-year-olds.

2. At the present state of the inquiry into the 1986 reading score
declines, I find it difficult to agree with the following statement in
Conclusion 1: "the 1986 assessment results do not accurately reflect
declines in the real abilities of American pupils" (memo of May 7). As far
as I know, no analyses have so far been undertaken to warrant such a
statement. While some of the decline may have resulted from changes in
testing procedures, it is premature at this point to say that the scores do
not accurately reflect the real abilities of American pupils.

Since the possibility of a real decline was considered by only one
member of the committee, the following statement is also questionable: Real
declines may have occurred, but their magnitude are likely obscured by
factors which do not validly reflect changes in pupil learning" (memo of
May 7). It would be more reasonable to state that procedural effects were
found but that they do not rule out changes that may have taken place in
pupil learning.
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See in this connection, "Could the Decline Be Real?," the individualreport for the subcommittee on the 1986 reading score declines. Based on
analyses of NAEP reading trends, it was hypothesized that the increases and
decreases in NAEP reading scores from 1970 to 1980, from 1980 to 1984, and
from 1984 to 1986 could be explained, in part, by the strengthening and
weakening of reading instruction provided by schools, particularly in the
early grades, by remedial support when needed, and by suppore from home andcommunity. When school instruction and support are provided, the scores
rise for 9-year-olds (as they did from 1970 to 1980), and they tend to hold
up when the same students are tested at ages 13 and 17. When instruction isnot as strong in the early grades (as for those tested in 1984), the scores
tend to decline and will probably remain low when students reach ages 13 and17, unless additional measures are undertaken.

The decline in the 1986 reading scores as compared to the 1984 scores
tends to follow these trends. While changes in testing procedures may have
resulted in the large declines, the possibility of a real decline cannot be
dismissed since the 1986 reading scores follow similar trends as those for1980 and 1984.

For a fuller explication of the hypothesis that the 1986 declines maybe real, see "Could the Decline Be Real? Recent Trends in Reading
Instruction and Support in the U.S.," paper prepared for the Subcommittee on
the 1986 Reading Data of the NAEP Technical Review Fsnel. See also
"Literacy: Trends and Explanations," Educational Researcher, November 1983,pp. 3-8; "New Reading Trends: The NAEP Report Card," Curriculum Review,
March/April 1986, pp. 42-44; and "School and Teacher Factors and the NAEP
Reading Assessment," paper commissioned by the Study Group on the National
Assessment of Student Achievement and cited in Appendix B to their final
report, The Nation's Report Card, August, 1986 (ERIC Document ED 279 667).

O
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Part 2. Report of the Panel

Edward Haertel, Chair



Report r'f the Panel

Edward Haertel, ChaiL:

Introduction

The National Assessment of Educational Progress (NAEP) is the only
regularly conducted national survey of achievement at the elementary,
middle, and high school levels. For the past two decades, it has provided
periodic assessments of student proficiencies in reading, writing,
mathematics, science, and social studies, and less frequently, citizenship,
computer literacy, history, literature, art, music, and career
development. In addition to charting patterns and trends in student
achievement, NAEP has collected background information that has helped to
chronicle changes in educational conditions and practices. NAEP data have
been provided freely to researchers interested in conducting secondary
analyses, and have supported studies in curriculum, educational policy,
methodological research, and research on educational productivity.

As discussed in Dr. Walberg's background paper, the purposes aid
methods of the National Assessment have evolved over time, and may change
even more dramatically in the future. NAEP has evolved in response to new
needs and purposes, and to capitalize on new methodologies for data
analysis and reporting. With the signing of the Hawkins-Stafford law and
the advent of State-level reporting and comparisons, more is expected of
NAEP today than ever before. The next several years will bring significant
charges in the assessment.

Through its consideration of the 1986 reading anomaly, the accuracy of
NAEP trend data, and the challenges that will arise in expanding NAEP to
provide State-by-State results and comparisons, the Technical Review Panel
has come more than ever to regard the National Assessment of Educational
Progress as an invaluable national resource. Problems and deficiencies in
NAEP have been identified, but these can be remedied. As it enters its
third decade, NAEP is positioned to serve better than ever before as "The
Nation's Report Card."
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Findings Regarding the Reading, Anomaly

Introduction

One of the most frequently assessed and carefully attended areas
assessed by NAEP is reading. The reading abilities of 9-, 13-, and
17-year-olds were assessed in 1971, 1975, 1980, 1984, and most recently in
1986. Findings from the most recent reading assessment appeared strikingly
different from those of earlier assessments. As stated in the NAEP report
Who Reads Best (Applebee, Langer, & Mullis, 1988, pp. 56-57), "The results
of the 1986 reading assessment seemed to be out of line with previous NAEP
reading assessment results. In particular, they indicated precipitous
declines in average reading proficiency at ages 17 and 9. The nature of
these drops across only a 2-year period, taken in the context of only
modest changes in reading proficiency across a succession of 4-year periods
since 1971, was simply not believable."

Declines in scores at both age 9 and age 17 were pervasive, affecting
both boys and girls in all geographic regions, racial and ethnic groups,
and types of communities. The magnitudes of declines were slightly greater
anyng traditionally lower-performing subgroups, including blacks and
Hispanics, children in disadvantaged urban areas, children whose parents
have less education, and children who were themselves below the modal grade
level. Scores declined more in the southeastern and western regions of the
country than in the northeast and central regions.

The absolute magnitudes of the declines at ages 9 and 17 were quite
small. Declines in scaled score values were about 3 percent of the 1984
values, reflecting declines in the overall percent correct on reading items
of about 3.6 percent for 9-year-olds and 3.3 percent for 17-year-olds.
There was a slight improvement in the average scores of 13-year-olds, and
there were no concomitant changes from earlier assessments in the 1986
science or mathematics assessments, which were conducted concurrently with
reading.

At the same time as the reading means declined at ages 9 and 17, there
were striking increases in the dispersion of scores at all three age/grade
levels. The standard deviation of reading proficiency scores for 9- and
13-year-olds increased about 10 percent over 1984 values, and at age 17 the
increase was about 25 percent. At all three grade levels, the proportions
of students at both the highest and the lowest score levels increased from
1984 to 1986. As Hedges observes in his paper, an adequate explanation for
the anomaly must explain both the changes in means and the changes in
variability.

We invited staff of the Educational Testing Service (ETS) who are
working on NAEP, to meet with us and discuss the anomaly; we reviewed the
ETS technical report on their investigations of the anomaly (Beaton,
Ferris, Johnson, Johnson, Mislevy, & Zwick, 1988); and we examined
additional materials, including the actual reading exercises on which the
declines occurred, detailed statistical tables not included in the Beaton,
et al. report, and trends derived from other data sources.
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Two of the panel's background papers, by Hedges and Chall, focused on
the reading anomaly. Hudges has provided a technical critique of the ETS
report on the anomaly. Chall presents arguments that real declines may
well have occurred due to changes in reading curriculum and instruction.
The background paper by Wiley also provides analyses that helped to inform
the panel's conclusions, and Schmidt's paper touches on related concerns.
Walberg's observations should also be noted, that the reading anomaly
hardly implies that national and State assessments are unmanageable. Too
many well-intentioned procedural changes may have been made too quickly.
but as pointed out by Chall and others, actual declines have certainly not
been ruled out. More systematic consideration of even apparently minor
procedural changes should make future anomalies much less likely, so that
unusual performance changes can be more confidently attributed to real
changes in ability.

The Panel's Conclusions Concerning the Anomaly

As described in Wiley's paper in this volume, the possible explanations
for distributional changes fall into three categories: (a) methodological
artifacts, (b) changes in population (e.g., increases in the relative sizes
of traditionally low-scoring groups), and (c) changes in student learning.
Population changes occur slowly, and would be unlikely to lead to
substantial changes over just 2 years. In any case, Beaton's analysis of
declines by subgroup (Beaton, et al., 1988, Chap. 6) appears to rule out
population changes as the cause of the 1986 score declines. Such rapid and
dramatic changes in student learningeither in school or out of
school--also appear quite unlik'1y in the absence o' dramatic, simultaneous
program changes in schools across the Nation. School curricula and
instructional practices do evolve, but such changes are usually gradual,
and seem unlikely to have resulted in massive score declines over just 2
years. This analysis leaves methodological artifacts as the most likely
primary cause Jf the observed declines. Specific methodological hypotheses
are discussed below.

We were unable to determine the case of the 1986 reading score
declines from the available evidence, but, with the exception of Dr. Chall,
we agreed that the most likely primary causes were procedural, and that,
although real declines in reading ability may have occurred, their
magnitudes are likely obscured by the effects of changes in testing
procedures. Dr. Chall explains her reasons for dissenting from this
conclusion in her statement following the Panel's Recommendations and
Conclusions in this volume, and in her paper. Her argument is also
summarized below, in the section on Evidence for an Actual Decline in
Reading Scores.

Technical and Procedural Explanations for the 1986 Reading Anomaly

In response to the 1986 reading anomaly, ETS systematically developed
and examined a number of possible explanations. These investigations and
their results are described in The NAEP 1985-8; Reading Anomaly: A
Technical Report by Beaton, et al. (1988). In his paper, Larry Hedges
undertook a systematic technical critique of the ETS report, and raised
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four general ct'iticisms. First, the report focuses almost exclusively on
changes in means, largely ignoring changes from 1984 to 1986 in the shape
and variability of achievement distributions at all three age levels.
Second, the ETS investigation was organized around the idea that the 1986
reading declines resulted from some siligle effect, giving little attention
to the fact that in combination the different effects considered might well
account for the observed declines. Third, the 1984 results were taken as a
valid baseline against which to judge th,I magnitude of declines, largely
ignoring the possibility that 1984 results were inflated, and focusing
attention almost exclusively on the 1986 assessment as the locus of
possible problems. Finally, the ETS analyses may have overstated the
precision of the NAEP results. A more complete accounting of sources of
error in both the 1984 and 1986 results Wight have made the 1986 declines
appear less rema- atle.

gbnk.s in the variance and shape of achievement distributions. as well
as mean.. Changes in the variability in reading achievement scores at all
three grade levels were az least as striking as changes in the means. The
standard deviation of reading proficiency scores for 9- and 13-year-olds
increased by about 10 percent and for 17-year-olds the increase was about
25 percent. The proportions of very high-scoring pupils at all three age
levels were actually slightly larger in 1986 than in 1984, but the
proportions of very low-scoring pupils were considerably larger among S-
and 17-year-olds. The changes were more complex than simple shifts in
means and increases in dispersions. The upper tails of score distributicns
in 1984 and 1986 are quite similar, but the lower tails of the 1986
distributions are heavier, suggesting declines among some of the students
who had been scoring about average.

In his paper in this volume, Wiley presents tabulations made from
unpublished ETS data of the score levels corresponding to a series of
percentiles in 1984 and again in 1986, for each of the three age groups.
He finds that at sufficiently low percentile ranks, there were declines at
all three ages, and at sufficiently high percentile ranks, there were
increases. The "crossover" point at which 1984 and 1986 scores were the
::ame was at cughly the 78th percentile for 9-year-olds and the 75th
percentile for 17-year-olds. For 13-year-olds, the crossover was below the
10th percentile. Thus, the median scores declined at ages 9 and 17, and
increased at age 13, reflecting the pattern shown by the means. Wiley's
tabulations highlight distributional changes from 1984 to 1986 that are
common to all three age/grade groups, and reinforce the importance of
attending to changes in .e shapes, as well as means of the score
distributions.

Separate hypotheses that together could account for anomalous
declines. The hypotheses ETS was best equipped to investigate concerned
their own procedures for processing the data after they were collected.
Failures of quality control and artifacts of scaling were thoroughly
investigated, and we concur in the conclusion of ETS personnel that these
types of problems are very unlikely to have caused the 1°"5 reading
declines. The investigations undertaken by ETS also appear to largely rule
out gross problems in sampling or weighting. There are, however, several
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classes of explanations that merit closer attention, as discussed in
Hedges's paper.

By and large, 9-year-olds were assessed slightly earlier in the school
year in 1986 than in 1984, a difference amounting to an average of 22
days. Seventeen-year-olds were also assessed earlier (18 days) and
13-year-olds were assessed slightly later than in 1984 (4 days). Given
that time in school is probably more important than chronological age in
determining reading performance, and given that achievement growth is
probably nonlinear over the course of the school year, Beaton, et al. may
have substantially underestimated the possible magnitude of the time of
testing effect, especially among 9-year-olds.

The hypothesis that declines reflected administration difficulties in
some but not all schools was investigated by Beaton, et al., but more
systematic investigation would be desirable. A search for outliers in the
distribution of school means suggested that the anomaly could not be
accounted for by difficulties at just a few isolated sites, but more
pervasive problems related to overall management of the data collection,
especially increases in the size of testing sessions for 17-year-olds, were
not thoroughly investigated. At age 17, the average size of the groups
tested increased from 20 in 1984 to 35 in 1986, and the maximum permissible
session size was increased from 200 in 1984 to 250 in 1986. A comparison
of variance components at the school versus individual level in 1984 and in
1986 might have been more informative concerning the overall effects of
these changes. If the use of large testing sessions (often at the
insisterce of school personnel) or disruptions of these sessions were
Correlated with student background, this effect might have led to the
'observed pattern of declines for different student subgroups, as well as
the overall increase in score variability at age 17.

Changes in administration conditions, including the design of exercise
booklets, the mix of different content areas assessed, the timing of
exercise blocks, the sequence of activities carried out in testing
sessions, and the size of the testing sessions, may have accounted for a
substantial portion of the test score declines. Hedges notes in particular
that the 1986 assessment used a "fill in the oval" format for responses
which were then machine scored, while the 1984 assessment used a "circle
the letter" format for responses which were then entered via keyboard. Any
effect of this change would be expected to operate at age 13 as well as
ages 9 and 17, but other effects may have served to increase 13-yoar-olds'
scores, masking negative cffects at that age level. Difficulties with
"fill in the oval" may have been greatest for younger children and for
traditionally low-performing subgroups, contributing to the increased
variance of 9-year-olds' scores, as well as the observed patterns of score
declines across subgroups.

In testing sessions for 9-year-olds, the initial block of background
questions was increased from 6 minutes of testing time in 1984 to 15
minutes in 1986, and according .o a memorandum from WESTAT (Beaton, et al.,
1988, Appendix C), "field staff reported that many of the 9-year-olds were
frustrated by the amount of time spent on the block of background q_L.tstions
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. . . Perhaps their concentration or motivation for the reading section
was affected." Frustration with the task of providing background
information may have been greater among traditionally low-performing
subgroups, which would have helped to account for both the pattern of score
declines across groups and the increased variance of scores in 1986.

Taken together, if these and other effects are approximately additive,
several of them could jointly explain most or all of the anomaly. Hedges
summarizes these effects in his Table 1. Hedges also considers the
possible magnitudes of these effects for 13-year-olds, and finds that the
effects of date of assessment, changing patterns of nonresponse, and
artifacts associated with scaling all would have tended to increase scores
of 13-year-olds while contributing to declines at ages 9 and 17.

possibility of positive bias in 1984 assessment results. By focusing
almost exclusively on the 1986 assessment, Beaton, et al. (1988) may have
overlooked factors that led to inflated score estimates in 1984. Any such
inflation would, of course, magnify the apparent decline in 1986. In 1984,
9- and 13-year-olds were assessed on reading and writing together. The
WESTAT memrandum (Beaton, et al., 1988, Appendix C) mentions that both
reading And writing exercises in 1984 were self-paced, and there were some
repor'..s that children spent more than the allotted time on the reading
14- AS and less than the allotted time on writing. In 1986, reading
exercises were again self-paced, but were administered concurrently with
mathematics and science exercises paced by tape recorder. Thus, children
were constrained to spend no more than the allotted time on reading. At
age 17, Hedges notes that 1984 scores were higher than the trend of earlier
assessments would have indicated. If the 1984 results were simply
extrapolated from the 1971-1980 linear trend, more than 25 percent of the
1986 anomaly would disappear.

The 1984 assessment results for 17-year-olds may have been inflated if,
in response to the widespread adoption of minimum competency testing
requirements and the general increase in academic rigor in the early 1980s,
there was a temporary increase in the dropout rate, leaving fewer
low-scoring 17-year-olds in school. Such an effect would also have tended
to reduce the variance of tt-e score distribution in 1984, exaggerating the
apparent increase in score variability in 1986.

Accuracy of NAEP achievement estimates. The 1984 to 1986 declines in
reading scores at ages 9 and 17 are clearly much too large to be explained
by the statistical sampling of respondents or by measurement error.
However, such random effects may have contributed to the apparent decline,
and it is important to estimate their probable magnitudes. Hedges notes
that the standard errors estimated and reported in the Beaton, et al.
(1988) are cross-sectional, and do not reflect all of the sources of random
error that may have contributed to the apparent score declines.

Evidence for an Actual Decline in Reading Scores

A balanced consideration of the 1986 AEP reading score declines
requires consideration of the likelihood that some or even all of the
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observed score declines at ages 9 and 17 are the result of real declines in
the reading abilities of American school children. If logical or empirical
support for real achievement declines exists, it may be that the absence of
a score decline at age 13, rather than the presence of declines at ages 9
and 17, constitutes the anomaly. In her paper, Dr. Jeanne Chall refines
and extends her analyses of trends through earlier NAEP reading assessments
(Chall, 1983, 1986a, 1986b) and presents arguments in support of this
position.

Before turning to these arguments, it should be noted that the panel as
a whole did not take issue with Dr. Chall's arguments. Her paper presents
what may be plausible arguments for the direction of changes in pupil
abilities from 1984 to 1986, but in the judgment of the majority of panel
members, the magnitudes of these declines over a period of just 2 years are
larger than would be expected from changes in curriculum and instruction
alone. For that reason, most panel members concur that the primary causes
of the declines are probably located in modifications of assessment
procedures between 1984 and 1986.

?crformance trends may be expressed on the NAEP reading proficiency
scale, with an effective range of about 100 to 400. Up to 1984, the
largest gains between successive assessments, expressed as points per year
on the reading scale, were +.9, +.5, and +.8 point at ages 9, 13, and 17,
respecti ;ely. The largest declines to 1984 were -.5, -.1, and -.06 points
per year. In contrast, the annualized changes from 1984 to 1986 were -2.8,
+1.2, and -5.7 points at these three age levels. Conclusion 1, which was
endorsed by the remaining panel members, explicitly acknowledges that real
declines may have occurred, but holds that their magnitudes are likely
obscured by factors related to changes in the booklet design,
administration procedures, or related factors.

Influence of early readirm_instruction. Children learning to read pass
through a series of different stages. At different stages, they profit
most from different kinds of informal experience and formal instruction.
In particular, a too-early school emphasis on comprehension and inference,
betore children have acquired sufficient skill in phonics and other
fundamentals, may be of little value. If such instruction takes teaching
time away from word recognition, phonics, and the reading of stories and
other connected texts, it may even be detrimental.

Chall argu s that beginning in the late 1960s and continuing through.
the 1970s, beginning reading programs were stronger than before or since.
The 1970s were a time of earlier formal instruction in reading, more
challenging reading textbooks grade for grade, earlier and more systematic
teaching of phonics, Sesame Street and the Electric Company, more remedial
help for those who needed it, and Head Start. Since that time, funding for
remedial reading instruction has declined, and Dr. 'hall contends that a
misplaced emphasis on comprehension and inference a early grade levels
("meaning-emphasis") has led to less time for connected reading--and to
declining scores. She also cites evidence for the continued importance of
early reading instruction to later reading performa:ce.
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Patterns of findings from eorlier NAEP reading assessments are
consistent with the hypothesis erst (1) children who were in the primary
grades from the late 1960s through the 1970s profited from improved
beginning reading instruction; and (2) as these children moved through
higher grade levels, they maintained their early advantage relative to
other age cohorts. Children in first grade in 1968, 1972, and 1977 were
tested as fourth graders in the 1971, 1975, and 1980 NAEP assessments,
which showed steady improvement over time. First graders in 1981, tested
as fourth graders in the 1984 assessment, did not do as well as those
tested 4 years before. Children in first grade in 1964, 1968, 1973, and
1977, tested as eighth graders in the first four reading assessments,
showed a slight improvement from 1971 to 1975, a larger improvement from
1975 to 1980, then virtual" no change from 1980 to 1984. Among
17-year-olds, performance As essentially flat from 1971 through 1980, then
improved from 1980 to 198".

Dr. Chall extrapolated these trends to predict a continued decline at
age 9, stable performance at age 13, and improvement at age 17. At age 9,
the direction of changes in both the mean and the variance are in accord
with her predictions. According to Dr. Chall, a meaning-emphasis approach
to beginning reading (as opposed to a code-emphasi3 program) would have
resulted in general declines, and would have been most detrimental to lower
ability youngsters. The 13-year-olds were in the first and second grades
in the late 1970s. Dr. Chall suggests that these years were "characterized
by a stronger emphasis on word recognition and phonics," and goes on to
argue that because they benefited from these early code-based programs, the
1986 13-year-olds "were more prepared to benefit from the emphasis on
reading comprehension that they may have received when they were in the
intermediate and upper elementary grades."

Concerning the 17-year-old test score decline, Dr. Chall acknowledges
that an explanation based mainly on the beneficial effects of stronger
beginnings does not seem to hold. Since the 1986 17-year-old cohort was in
the primary grades during the 1970s, they would have been expected on that
basis alone to show gains. In considering other factors that may have
brought about actual declines for 17-year-olds, Dr. Chall proposes as one
possibility the publication and wide influence of A Nation at disk
(National Commission on Excellence in Education, 1983) and other "reform
reports," published around 1983 and 1984. She observes that these reports
called for raising standards and curriculum requirements, increasing the
difficulty level of textbooks, and pl 'ag more emphasis on higher mental
processes. Although some of these reorts suggested remedial instruction
for the lowest achievers, Chall questions whether much was provided. If
changes in the direction of higher standards and more difficult textbooks
were implemented, they may have been detrimental for students having
difficulty meeting even the lower standards, unless these students received
remedial instruction. Dr. Chall goes on to suggest several out-of-school
factors that may also have contributed to the sharp 2-year score decline
among 17-year-olds. The direction of changes in both the mean and the
variance of the 17-year-old score distributions from 1984 to 1986 are in
conformity with her explanations.
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Efforts by ETS to Resolve the Ouestioa of the 1986 Readink_Anomalv

As part of the 1988 NAEP data collection, ETS is conducting parallel
data collections replicating as closely as possible the procedures followed
in the 1984 reading assessment, and also the procedures followed in 1986.
If 1986 reading scores were influenced by one or more of the changes in
testing procedures introduced in 1986, and if these changes act in the same
way to influence respondents in 1988 as they did in 1986, then comparing
the results of the 1984 replication and the 1986 replication will yield an
estimate of the adjustment that must be made to the original 1986 results
to make them comparable to results from earlier assessments. As stated in
the discussion of Recommendation 5, the panel strongly endorses these
efforts as a vital source of information fdr future design decisions. At
the same time, we note that ad hoc investigations of apparent anomalies do
not provide adequate quality control to assure the reliability and validity
of inferences from NAEP about trends in achievement.

It is unfortunate that the results of the procedural comparisons being
carried out as part of the 1988 assessment are not scheduled to be made
available until sometime in 1989. One initial reaction is that a small,
quick study should be mounted to comrare the 1984 and 1986 procedures and
get some answers. However, given that the effect to be detected amounts to
a change of only a few percent in item difficulties, and given that
replication implies the use of BIB spiralled booklets, a large, systematic
study may be the only way to get satisfactorily definitive answers.
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Findings Regarding Trends

Introduction

NAEP was established to provide accurate information at the national
level about school achievement, including changes over time. Indeed, the
title "National Assessment of Educational Progress" expresses that intent.
In their 1987 Study Group report, Th.; Nation's Report Card, Alexander and
James reaffirmed this historic commitment, and this present Technical
Review Panel also concurs strongly in the priority for N!EP of providing
accurate and trustworthy information about achievement trends.

Even though NAEP was explicitly designed to provide accurate
longitudinal information concerning student achievement, the public,
educational policymakers, and even scholars have often relied on other
information sources when drawing conclusions about achievement trends. The
widely publicized test score decline from the middle of the 1960s until the
beginning of the 1980s was more generally associated with the SAT than with
NAEP, and the question often arises whether the SAT, with its much larger
and perhaps better motivated samples of examinees tested annually, provides
better trend information for some purposes than NAEP, with its small
samples, biannual schedule, and assurances of student anonymity.

Concerns over the accuracy of NAEP data for charting trends and making
comparisons have been heightened by the 1986 NAEP reading anomaly, and also
by the increasing interest in State-level achievement comparisons. The
Secretary of Education's "wall chart" rresently uses SAT and ACT scores for
State-level achievement comparisons, and under the Hawkins-Stafford law,
the 1990 and 1992 NAEP assessments will report achievement and achievement
comparisons for participating States at selected grade levels in
mathematics (1990 and 1992) and reading (1992).

In the light of these concerns, this panel was charged with addressing
the question of whether NAEP was the most accurate barometer of trends in
the achievement of American school children. Four of the panel's
background papers, by Baldwin, Pandey, Wiley, and Schmidt, specifically
addressed issues of achievement: trends. Dr. Baldwin's paper focuses on
trends in reading, and analyzes changes in NAEP reading objectives and in
analysis and reporting procedures across the five reading assessments from
1971 through 1986. Dr. Pandey's paper addresses changes in the framework
of NAEP mathematics objectives across the four mathematics assessments from
1973 through 1986, and also presents systematic comparisons between trends
reported from NAEP and trends derived from other sources. In Dr. Wiley's
paper, he systematically compares the content of the SAT verbal subtests
and the NAEP reading exercises, compares the populations represented by
NAEP versus SAT examinee samples, and provides tentative comparisons
between 1984 to 1986 changes in SAT scores and L/-year-old NAEP reading
results for the highest achieving examinees. Dr. Schmidt's paper reviews a
range of inconsistencies in NAEP procedures that may have compromised trend
reporting, and calls for a more systematic procedure for considering any
changes from one assessment cycle to the next.
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The Panel's Conclusions Concerning NAEP Trends

The panel concluded that in comparison to other national, longitudinal
data sources, NAEP provided the most accurate and useful information
available. At the same time, we found significant deficiencies in NAEP,
and have recommended several changes to improve the quality of NAEP trend
data for the future. As stated in our Conclusion 2, college entrance
examinations and NAEP sample different examinee populations and different
domains of content. These differences virtually preclude valid comparisons
between reported trends from NAEP versus college entrance tests, although
it is possible that valid comparisons might be constructed for higher-
ability 17-year-olds through careful analyses of portions of the data from
these two sources. Although some types of items appear on the SAT and not
in NAEP (e.g., vocabulary items), we believe that NAEP is the better
barometer of national trends. It more faithfully represents the entire
school population, tests younger as well as older children, samples a
broader range of content areas and of objectives within content areas, and
provides more detailed score reporting. Moreover, NAEP is designed
specifically to assure the continuity of trend lines. In contrast, SAT and
ACT trends are merely by-products of examinations designed for a very
different purpose.

That being said, NAEP trend reporting nonetheless presents some
difficulties. The panel noted that in both reading and mathematics, there
have been substantial inconsistencies over the years in the content of NAEP
exercises, in the frameworks of objectives used to organize those
objectives, and in forms of reporting. Successive assessments within a
given content area (e.g., reading or mathematics) have been linked using
common items, but the different sets of linking items used over the years
have sometimes represented quite different mixes of subdomains. (Such
subdomains include, among others, Literal Comprehension, Inferential
Comprehension, and Reference Skills in reading; or Numbers and
Operations--Knowledge, Fundamental Methods, and Measurement in
Mathematics.) Our concern with these issues is reflected especially in
Recommendations 1 and 5.

In addition to noting inconsistencies in the content of successive
assessments, the panel was also concerned about the overall number, scope,
and quality of NAEP exercises. Different panel members noted an
overreliance on exercise formats calling for selection rather than
production of correct responses, and insufficient coverage of higher-level
learning outcomes, as well as failure to measure and distinguish important
fundamental skills usually prerequisite to higher learnings. In Dr.

Pandey's paper, he observes that most free-response exercises in
mathematics looked like multiple-choice questions with the answers
removed. These concerns are expressed in our Recommendations 2 and 8.

Comparison of Trends Reported from NAEP Vet -us Other Data Sources

Before considering the relative accuracy of achievement trends revealed
by NAEP versus other data sources, it is well to consider the extent to
which they agree. Pandey's paper presents comparisons of NAEP with
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other data sources in mathematics, and Wiley's paper discusses comparisons
of reading trends from NAEP versus the SAT.

Pandey's comparison of mathematics achievement trends from different
data sources indicates substantial agreement in the directions of
performance changes over time, although the relative magnitudes of changes
shown by different data sources are difficult to compare directly.
Comparability is limited by the definition of NAEP samples prior to 1983
according to age rather than grade level; and by the fact that alternative
longitudinal data sources generally are not nationally representative.
Other differences noted by Pandey include the time of year of testing, test
administration procedures, and the content of different tests. Despite
these limitations, NAEP trends were compared to data sources including the
SAT, American College Testing (ACT) program, General Educational
Development (GED) examination program, National Longitudinal Study (NLS) of
the High School Class of 1972, High School and Beyond (HSB) study, and the
Iowa Tests of Educational Development (ITED). The data summaries and
tabulations made by Koretz (1986, 1987) were used extensively in making
these comparisons. Within the limitations of the data, trends revealed by
NAEP appear consistent with those derived from other data sources.

Wiley's paper offers a more detailed analysis of the limitations of
comparisons between NAEP and SAT reading trends, focusing especially on
1984 to 1986 performance changes among 17-year-olds. The principal
limitations on such comparisons are differences in the populations sampled
and in the kinds of items included. Differences between populations can be
accounted for if one assumes that above some ability level, virtually all
examinees would have taken the SAT. Under this assumption, and using data
on the proportion of all in-school 17-year-olds taking the SAT, it is
possible to derive corresponding percentile ranks in the SAT and NAEP
achievement distributions. This amounts to comparing the most able
students in the NAEP sample with the most able students in the SAT sample.
The calculations required are presented in Wiley's paper.

Content differences can be reduced but not eliminated by using only
the reading comprehension subscale of the SAT verbal scale (i.e., excluding
the vocabulary subscale). Compared to SAT reading comprehension items, the
NAEP reading exercises span a broader range of difficulty levels. A
relatively small proportion of NAEP exercises are as difficult as those in
the SAT. However, these more difficult NAEP exercises are probably the
most discriminating for high-ability examinees, and so functionally the
tests may measure similar skills at high ability levels. Careful
consideration of the difficulties in validly comparing NAEP and SAT trends
highlights the limitations of the SAT as a general barometer of educational
achievement.

When the procedures developed in Wiley's paper are applied to NAEP and
SAT data in 1984 and in 1986, both data sources sliow improvements from 1984
to 1986. (Recall that the increase in variance of achievement scores led
to increases from 1984 to 1986 in the proportions of very high-scoring
examinees as well as very low-scoring examinees at all three age levels.)
The magnitudes of these examinees' improvements according to the SAT versu.
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NAEP probably cannot be validly compared. In any case, no such comparison
has been attempted.

Accuracy and Interpretability of NAEP Trends

In both reading and mathematics, the accuracy and interpretability of
NAEP trends have been diminished by changes over assessment in the
frameworks used to organize objectives, and by changes in the mix of
exercises used to link successive assessments. In Baldwin's paper, she
tabulates the proportions of Literal Comprehension, Inferential
Comprehension, and Reference Skills exercises included in each of the five
NAEP reading assessments from 1971 through 1986, and at a the numbers of
exercises in each category that were common to more than one assessment.
She finds that trends in 17-year-olds' achievement differ from one item
type to another, and that a different mix of subdomains was used in linking
the 1984 and 1986 assessments than had been used to link earlier
assessments. In particular, the proportions of Literal and of Inferential
Comprehension exercises each dropped by about 10 percent, and the
proportion of Reference Skills exercises increased from 15 percent to 34
percent.

These findings have two major implications. First, the meaning of
trend comparisons Las not been entirely stable over time. Second,
exclusive reliance on the NAEP reading scale in examining and interpreting
achievement trends might obscure important differences in performance
changes for different kinds of reading skills. This is not to say that
summaries Ake that provided by the NAEP reading scale are without value.
Such scales con provide readily interpretable summaries of broad trends,
and can be useful in guiding educational policy. However, they must be
supplemented with more refined scales focused on component skills, as
discussed in 1.-a panel's Recommendation 8. The unidimensional models on
which the reading and other NAEP scales are based are only approximations.
Important differences exist among subdomains in reading and other content
areas. For that reason, it is important that the mix of exercise types
comprised in such scales be held constant over time.

In Pandey's paper, he presents an analysis of NAEP mathematics
objectives through time that shows even greater variation over time than in
reading. Pandey reclassifies exercises from earlier assessments in terms
of the most reccnt objectives framework, and tabulates the numbers of
exercises in each category that were common to two or more of the 1978,
1982, and 1986 assessments. His tables show, for example, that at the
9-year-old level, between 1978 and 1982, 28 percent of the common items
were from the categories Numbers and Operations--Knowledge and Numbers and
Operations--Applications, and 13 percent were from the category Fundamental
Methods. Between 1982 and 1986, the corresponding percentages had changed
from 28 percent to 41 percent, and from 13 percent to 7 percent. Less

dramatic changes also occurred for other content categories, and at the 13-
and 17-year-rAd levels. These comments should not be taken to imply that
the content and meaning of NAEP scales should never change, only that such
change should be planful and deliberate, not accidental. An unintended
consequence of the consensual process used to arrive at sets of objectives
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for each separate assessment may have been diminished attention to
consistency through time.
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Recommendations for NAEP in 1990 and Beyond

Introduction

The panel's final charge was to consider issues that will arise in the
expansion of NAEP to provide State-level achievement comparisons. The

Hawkins-Stafford law calls for State-level comparisons on a pilot basis in
19:0 and 1992, with States participating on a voluntary basis. In 1990,

State-level comparisons will be made in mathematics at a single age/grade
level. In 1992, pilot State-level assessments will be conducted in
mathematics at two age/grade levels, and in reading at one level. The
expectation is that at some point beyond 1992, State-level comparisons will
be expanded well beyond these pilot studies.

State-level comparisons have already been made on a regional basis by
the Southern Regional Education Board (SREB). With the cooperation and
assistance of the Educational Testing Service, participating States
conducted assessments modeled after NAEP and compared their performance
among States and against national performance levels. In addition to
States participating in the SREB comparisons, ETS has provided State-level
assessments to several other States, augmenting National-NAEP samples and
collecting additional data as part of the regular National-NAEP data
collection. These experiences with State-level assessments have helped to
highlight technical and administrative issues likely to arise in the
anticipated NAEP expansion, but the 1990 and 1992 pilot State assessments
will provide far more information. The panel's deliberations, background
papers, and recommendations are intended first of all to guide the 1990 and
1992 pilot assessments. Although we believe that our conception of an
assessment supporting State-level comparisons is sound, we anticipate that
decisions about the shape of the assessment after 1992 will be informed by
the results of pilot studies over the next several years.

Pest= and Administration of National and State-Level NAEP

There is no fundamental difference between the organization and
activities of an assessment designed to provide national achievement
estimates and one reporting at the level of the separate States. However,

differences in the intended uses of the data collected, in concomitant
ince tives on the part of students, teachers, and test administrators, and
in :ale and cost have implications for the design of an expanded
as :ssment program.

Even apart from the expansion of NAEP to accommodate State
assessments, the panel would call for some changes in the design of the
assessment. The 1986 reading anomaly as well as limitations in the
validity and interpretability of NAEP trends suggest a need for
improvements, even if the scope and purposes of the National Assessment
were to remain as they are now. The design recommendations in this section
address both the improvement of NAEP at the national level and the
expansion of NAEP to provide State-level comparisons.
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A first, major question in the expansion of NAEP ih whether separate
data collections should inform national versus State-level achievement
estimates, or whether a single data collection should serve both purposes.
Ultimately, it may be that national estimates will be obtained from the
union of State-level data collections. For 1990 and 1992, however, it
seems clear that a national-level data collection will be designed
following essentially the same procedures as in the last two or three
assessments, with augmentations to the national sample in States electing
to participate in the pilot State-level comparisons. A sample designed to
provide good estimates for the Nation would not be the same as one designed
to provide good estimates for the separate States. Moreover, abrupt
changes in the National-NAEP sampling plan could jeopardize the continuity
of national trends. Most importantly, State participation in NAEP will be
voluntary in 1990, 1992, and beyond. Valid national estimates could not be
assured if NAEP were to rely on data from some arbitrary subset of States
electing to participate.

In this section, the terms National-NAEP and State-level NAEP will be
used to refer respectively to the National-NAEP data collection (and
national-level data analysis and reporting) and to the State-level
augmentations (along with State-byState analysis, reporting, and
comparisons). The precision of National -NAEP estimates may be enhanced by
using State-level data, but these data cannot be combined in any simple way
unless they are collected using instruments that are identical in every
important respect, administered under carefully standardized conditions to
samples having a known relationship to the National-NAEP sampling frame.

Whether or not State-level NAEP data are used in formulating national
achievement estimates, comparability between State and national data
collections is critical. A primary purpose of State-level data collections
will be to enable comparisons between State and national achievement
levels, as well as comparisons among States. Mechanisms to ensure such
comparability are addressed most directly in the background papers by
Musick and by Bock, although most of the papers touch upon these concerns
to a greater or lesser extent. The evaluation and quality control
mechanisms set forth in Recommendation 12 and in the paper by Dr. Schmidt
would also go a long way toward assuring the dependability of such
comparisons.

Recommendations concerning State-level NAEP Procedures. The two
papers by Musick and by Bock each propose specific procedures for a
State-level assessment. Dr. Musick draws on his experience in State-level
comparisons with the Southern Regional Education Board, and Dr. Bock draws
on his experience in working with several States on designs for assessment
programs. The two papers are complementary--Musick addresses primarily
issues of administration, governance, and the logistics of data
collection. Bock addresses primarily technical issues in the design,
analysis, and reporting of assessment results. The proposals expressed in
these two papers have evolved through the course of the panel's
deliberations. By and large, the panel has reached consensus on at least
the broad outlines of a design, the general features of which are sketched
below. Justifications and supporting details may be found in the
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background papers, especially those just cited.

The panel conceives of State-level NAEP as a program unit under the
parent National-NAEP organization. It would have its own staff director
and would be supported by its own advisory structure, reflecting State
interests and concerns. State-level assessments would De conducted in
conjunction with National-NAEP assessments, within the same time frame,
which should be shorter than the present 12-week testing schedule for
national biannual assessments.

Present NAEP data collection procedures are designed to be minimally
intrusive for participating schools. Once a school is contacted, however,
the incremental costs of testing more students within that school or of
increasing the testing time are relatively small. The more direct
involvement of the States in NAEP offers an opportunity to reconsider
decisions about testing burden. For a variety of reasons, the panel
believes that testing time should be increased. (See Recommendation 4.) A
two-stage testing approach might further increase the efficiency of the
assessment, helping to assure that the best possible use was made of
students' time. Possible methods of implementing this and related
procedures are presented in Bock's paper.

The utility of the State-level and National -NAEP can be dramatically
increased by providing methods of linking to them the autonomous testing
and assessment programs of individual States. States that had suitable
testing programs and chose to carry out such linking could then report
results of their own testing for schools or districts, in terms of the NAEP
scales. In Bock's paper, he describes feasible methods for accomplishing
such linkages while assuring the confidentiality of NAEP results for
schools and students, as required by law.

Assuring comparability. As stated in our Recommendation 6, it is
critical that the administration procedures for State- and National-NAEP be
the same in every important respect. However, these need not be the same
as present NAEP procedures. For example, the quality of both State and
national data could probably be increased if students were tested in groups
of no more than 30, and if two adults were present at each testing
session. One would be an external examiner trained under the direction of
the National-NAEP contractor, and the other would be someone from the local
school with whom the students were familiar. This would help prevent
disruptions which might depress the scores of entire groups of students,
and would help to minimize the "substitute teacher effect," especially with
younger children. The external examiners would probably be persons
provided by the State for the time required for training and test
administration. Personnel might be recruited from the field staffs of
large sample survey firms, from the ranks of professional substitute
teacb4rs, or from the faculty of community colleges, for example. External
examiners would be chosen to minimize travel and overnight lodging
expenses, but would not manage any assessments in the school organizations
by which they were employed. Note that changes in the size of testing
sessions or in the number of adults present would call for systematic
review, and for bridge studies to assure the continuity of trends, as
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discussed in Recommendation 5.

In addition to administration procedures for State-level and National-
NAEP that are the same in all important respects, comparability requires
the use of common instrumentation. The ucc -rence -f the 1986 reading
anomaly suggests that some, items may possibl funcL)r) differently in the
context of different exercise booklets, assumptions of item response theory
notwithstanding. To the extent )ssible, State-level NAEP exercise
booklets should be identical to National-NAEP booklets. If the content of
State-level NAEP is less comprehensive than that of National-NAEP, then the
State-level NAEP booklets should correspond to a subset of the National-
NAEP booklet:. As mentioned in Recommendation 6, States may choose to
supplement the core State-level NAEP data collection, but any supplemental
questions should follow the core instrumentation.

Common administration procedures and common instrumentation are two of
the four critical requirements for assuring State-level and National-NAEP
comparability. '-e remaining concerns are first, comparable sampling of
schools and students within schools; and second, uniform procedures for
determining which students should be excused from testing because thj are
o. limited English proficiency, educable mentally retarded, or functionally
disabled.

Samples of schools and of students within schools should be drawn
under the supervision of the National-NAEP contractor or subcontractor
responsible for the National-NAEP sample. The same sampling frame should
be used, although of course the selection of numbers and proportions of
schools selected within strata may differ. States may assist in the
sampling by providing technical or clerical assistance or, if necessary,
lists of schools. Selection of students within schools should likewise
follow the same procedures for State-level as for National-NAEP.

Exclusion criteria for limited English proficiency, educable mentally
retarded, or functionally disabled students must be defined in the same wPy
for State-level and National-NAEP, and must also be applied in a consistent
fashion. Ultimately, these criteria will be interpreted by hundreds or
thousands of individuals at the local school level. Detailed written
procedures and careful training can help to assure an acceptable degree of
uniformity, but in addition, individually written justifications for each
student excluded and random audits may be helpful in assuring compliance.

As procedures are developed for all aspects of the State-level NAEP
data collection, State testing and assessment personnel should be
involved. Procedural manuals should be written to provide a common
authoritative reference and to help assure compliance.

Cognitive Items

Frnm its inception, NAEP has espoused the goal of measuring the full
range of significant learning objectives in different content areas. 111,

NAEP exercises, the tasks set for students to find out what they know or
can do, are the heart of the assessment. No refinements in - pling or
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administration or statistical methodology can compensate for deficiencies
in the scope or quality of the exercise pools.

In the light of recent concerns over the quality of NAEP trends, and
in the light of the new purposes that will accompany NAEP's expansion to
provide State-level estimates, the quality of NAEP exercises has taken on
even greater significance. The panel has serious concerns about the size
and scope of the NAEP exercise pools and about the stability over time of
their organizing frairmorks. Even our consideration of the 1986 reading
anomaly was impeded by the impossibility of distinguishing 1984-to-1986
changes with respect to different constructs within the area of reading.
Several of the background papers address the quality of the NAEP exercise
pools, including the papers by Pandey and Baldwin, but these issues are
most extensively considered in the paper by Guthrie and Hutchinson.

Continued attention to fundamentals, and increased emphasis on higher
level learning. The advent of State-by-State comparisons will bring NAEP
more than ever into the public eye, and will increase pressures to "teach
to the test." In itself, this need not be a bad thing. Many States,
districts, and schools have consciously used testing to shape curriculum
and instruction. But if NAEP's influence on curriculum and instruction is
to be salutary and not detrimental, then its exercise pools must be
comprehensive. As discussed in our Recommendation 2, the NAEP exercises
must embrace both fundamentals and higher level learning. NAEP must assess
the intended learning outcomes of typical American school programs, but
must also reach beyond the typical to point directions for improvement.
Decisions about the learning outcomes assessed should reflect the best
thinking of scholars and subject matter specialists.

Testing Process learning outcomes in concert. In most content areas,
particularly reading, writing, and mathematics, several distinct cognitive
processes may be logically distinguished and identified with different
kinds of exercises. These may include lower-level and higher-level
processes (e.g., word attack versus inferential comprehension) or processes
at a comparable level (e.g., inferential comprehension and
interpretation). There is a tension between using exercises that call for
these pmeesses separately (e.g., exercises to assess word attack skills)
versus exercises that call for their use in concert. Careful, sciolarly
deliberation will be called for to resolve questions about the granularity
of both exercises and reporting scales in each content area assessed.

One primary consideration is the intended scoring and reporting of
assessment outcomes. Once skills are combined at the level of the NAEP
exercises, it becomes dic9.cult if not impossible to report them
separately, or to disenta-61e their relative contributions to possible low
performance. It: is neither appropriate nor useful for NAEP to aim for
detailed, diagnostic profiles of learning strengths and weaknesses. At the
same time, the assessment should be sensitive to and able to distinguish
broad changes over time in curriculum focus and emphasis, for example, the
dirf-t instruction of high-level s ..rategies in reading, or greater problem
solving focus in mathematics.
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A second consideration is the factorial structure of the processes
involved. If important com..nent processes have low intercorrelations,
then they should probably be assessed separately, but if they are highly
intercorrelated, separate tests and test scores may be redundant. It must
be recognized that high intercorrelations among items in an exercise pool
may result from instructional practices and curricular organizations, as
well as the logical, substantive structure of the exercises themselves, and
the inherent nature of children's cognitive development and information
processing. However, it is likely that exer ises could be organized into
two or more independent ecales at each age/grade leNel in reading,
mathematics, or writing, acknowledging the complexity of these areas while
providing sufficient statistical independence that scores would be
separately interpretable.

Consideration of efficiency may argue in favor of more complex,
integrative tasks that assess lower-level processes as components of more
complex performances, making separate tests of those processes
unnecessary. A long division problem may test division, subtraction, and
multiplication all at once. At the 13- and 17-year-old levels, and
probably as early as the 9-year-old level, reading is a critical tool to
support learning in other school subject areas, and mathematics may be
important for representing, understanding, and manipulating concepts
throughout the curriculum. As a consequence, exercises that assess the
ability to use reading and mathematics as "tools" for problem solving in
content areas should be included.

Finally, findings from cognitive psychology may also argue in favor of
more integrated assessments of process. As discussed in Guthrie's and
Hutchinson's paper, logically separable processes develop in concert, and
support one another. Full mastery of one process may be impossible without
partial mastery of otners. Moreover, the ability to apply different
processes appears to be context bound. It is notoriously difficult to
achieve transfer of learned skills to different applications. If reading
proce;ses like monitoring for understanding or using previous knowledge to
understand new idea,' ire tested in isolation, an incentive is created to
teach them in isolation, and for many children, their concerted application
in actual reading may be far from automatic.

Separation of content and process. The knowledge or skills an
exercise is designed to assess may be referred to as its intended
requirements. The intent of the exercise is to distinguish those that do
or do not possess the attributes it is designed to measure. But every
exercise also calls for additional knowledge, skills, and dispositions. At
the very least, valid assessment of the intended requirements relies on
knowledge about the test-taking situation, skill in marking answers
accurately, and a disposition to attempt each exercise seriously. These
and other additional skills may be referred to as an exercise's wicillary,
requirements. Valid assessment of intended knowledge and skills is only
possible if an exercise's ancillary requirements are held to a level that
can be presumed nearly universal among the group tested.
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Content Knowledge is often ancillary to the measurement of process,
and processes like reading and writing are often ancillary to the
measurement of content. Thus, exercises intended to assess content
knowledge and not reading ability should be written at a reading level at
least 2 years below the grade level of the examinees. Likewise, exercises
intended to assess reasoning or problem solving should have children apply
these skills to material or situations with which the great majority should
be very familiar. An assessment that purports to show the extent of
historical knowledge should not be confounded with students' reading
ability, although reading in the content area of history might in itself be
a worthwhile thing to assess. Likewise, scores on an assessment of
critical thinking should not be confounded with content that is known to
some students and unknown to others.

Background Items

Exercises measuring learning outcomes may be at the heart of the
assessment, but valid and reliable measurement of learning outcomes alone
is not enough. NAEP achievement late become useful for policy when they
can be related to other variables. Background questionnaires for students,
teachers, and principals are administered concurrently with student
achievement exercises. These permit the reporting of NAEP results for
major subpopulations (e.g., gender and race/ethnicity) and in recent years
have also provided limited information on instructional processes, so that
these could also be related to schooling outcomes. In the panel's
deli"erations, some of the same concerns were raised about these background
instruments as about the cognitive exercises. The panel saw a need fcr
greater consistency through time in the questions asked, and for a stable
and coherent framework tc guide the selection of background questions. As
stated in Recommendations 3 and 4, we believe that the *ime allocated to
background data collection should be increased, especially in the light of
new purposes accompanying the advent of State-by-State comparisons.

Several of the background papers address these concerns, but the
panel's positions are developed most extensively in the paper by Baron and
Forgione. In thelr paper, Dr. Baron and Dr. Forgione draw upon their
experience with the Connecticut Assessment of Educational Progress, and
make extensive use of Dr. Jeannie Oakes's framework for organizing
alterable variables in education. Their paper inciudes appendices giving
some useful classifications of variables, although they caution that not
all of these ace important to assess. Baron and Forgione also call
attention to the need for coordination and triangulation of questions on
student, teacher, and principal questionnaires, bearing in mind that these
class,... s of respondents bring different perspectives to bear on schooling
processes.

NAEP background questions serve a variety of purposes in the
assessment. There is no end of interesting questions to ask, and so a
judicious, disciplined selection of background questions is essential. The
panel proposes that each background question should represent at least one
of three broad categories. First would be "unalterable," or demographic
variables important foL describing patterns in NAEP achievement data.
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Second would be variables plausibly related to achievement, including
indicators of curriculum content and orientation or of instructiorn1
practices. Third would be variables reflective of valued schooling
outcomes that cannot be directly captured by NAEP achievement exercises.
Each type cf variable is described below.

Variables important for describing NAEP achievement patterns.
Examples of unalterable values (the first category) nre gender,
race/ethnicity, socioeconomic status, and size and type of community.
These variables are "unalterable," but many educational policies and
philosophies are predicated on the well founded assumption that their
relations to schooling outcomes are alterable.

Variables plausibly related to achievement. Variables plausibly
related to achievement include questions about 'nstructional practices, for
example, a "whole language" approach to reading, writing, speaking, and
listening. Baron and Forgione report limited success with such questions
in their own experience, in part due to the validity of the questions
themselves, and in part due to the complexity of the relationships of these
variables to learning. For example, teachers may give more feedback on
papers to low achieving students, so a simple correlation appears to show
that teacher feedback is negatively related to achievement. A more
promising focus for questions in this category may be on student
opportunity to learn. If both the quality and the quantity of relevant
content coverRge can be addressed, such background questions may emerge as
powerful predictors of learning outcomes. Questions about homework and
out-of-school pursuits can also help to inform the sum total of students'
educative experiences. Specific examples of background questions I.' a

range of content areas ate provided i Baron's and Forgione's impel
Finally, this second category of background questions plausibly related to
achievement might include a few concomitant measures of achievement that
might be used to validate patterns of NAEP findings, e.g., "What grades do
you usually get in school?" (or in some particular content e,-ea being
assessed).

Variables reflective of other valued schooling outcomes. The third
category of variables to be represented among background questions include,
for example, anmunt of leisure reading, or participation in student
elections. A range of affective or attitudinal schoolirg outcomes should
also be sampled in the NAEP background questions. In their paper, Baron
and Forgione offer by way of illustration two statements from a Cu,necticut
State testing program, with which students were asked to agree or diqagree:
"Careers in science are mote appropriate for men than for women" and "My
knowledge of science will be of little value to me in my day-to-day life."

Educational indicators as ends in themselves. Once any indicator is
assessed and reported, improvement with respect to that indicator may
become an end in itself. This is true of both achievement exercises and
background questions. Thus, background questions should be selected such
that direct effcits to improve a school's standing with re,T.ct to those
questions would be salutary for education. If counts of courses taken are
reported, for example, there may be an incentive to offer a greater number



of "watered down" courses, with no concomitant improvement student
learning. rollowing M -nave (1987), Baron and Forgione argue that this
corruptibility of indicators tan be diminished if they are specifically
defined and include a qualitative as well as a quantitativz: dimension.

Analysis and Reporting of Results for the Nation and for Participating
States

The expansion of NAEP to provide State-by-State comparisons raises a
number of new issues in the analysis and reporting of results. Perhaps
foremost among these is the problem of reporting interstate comparisons,
but State-to-national comparisons, State trends over time, within-State
comparisons among regions or student subpopulations, and the reporting of
distributions of school means, as well as student-level achievement
distributions, all call for attention. A few of these issues may be set
aside, for the present, in the light of the Hawkins-Stafford law's
prohibition against reporting results for identifiable units below the
State level of aggregation. The panel did not give detailed cc. 'Aeration
to this entire range of issues, but did consider a number of th

Recommendatio ; 7, 8, 9, 10, and 11 all address analysis and reporting
issues. At both the State and national levels, we rezommend that
assessment design and analysis permit the accurate estimation of scores for
individual students. Specifically, we call for a retreat from the
"plausible values" used as the basis for recent NAEP reports. We call for
increased reporting of subdomain scores using scales specific to the
content appropriate to specific age/grade levels where such scales are more
appropriate than scales common to two or more levels. The panel also calls
for fuller reporting of score distributions than is provided by means
alone. Where feasible, these recommendations should be implemented in
parallel fashion at the State and national levels. Finally, the panel
calls for systematic study of alternative methods for making and reporting
State comparisons. The panel recogniz3s that taken together, these
recommendotIons imply increases in the amount of data collected (cf.
Recomme: 4) .

Issues n reporting at both State and national levels. Many of the
reporting issues raised by the panel apply equally to National-NAEP and
State-level NAEP. In addition to concerns addressed earlier in this Review
of Findings, panel members addressed the use of NAEP proficiency scales
that span the range from age 9 through age 17 (e.g., the present NAEP
stiles in reading and in mathematics); the value of reporting
distributional summaries at the level of school means as well as score
distributions for individuals; the timeliness of NAEP reporting; and the
importance of relating NAEP performance to "real-world" schooling "utcomes.

The use of common reporting sc.iles across age/grade levels is
problematical for at least two reasons. First, the range of such scales
must necessarily be so broad that important within-grade variations are
obscured because they occur over a narrow range of scale values. Second,
such scales are difficult to interpret when they represent qualitatively
different kinds of content at different age/grade levels. In mathematics,
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for example, the topics taugh:: and tested for 17-year-olds may overlap
little with those for 9-year-olds. The fact that an item response
theoretic (IRT) model can be applied to data from three age levels combined
does not assure that the results will be sensible.

Data analysis and reporting should take cognizance of the hierarchical
nature of educational data. Methods for multilevel analysis and reporting
should be used to present results fo: schools as well as for individuals
both for States and for the entire nation.

It was argued in several papers that the present 18-month turnaround
between data collection and reporting of results will be unacceptable for
purposes of State-level comparison. The NAEP contractor should make basic
statistical data available as soon as reasonably possible, before
interpretative reports are written. At the same time or shortly
thereafter, public use data tapes should be made available for secondary
analysis. At the same time, as Dr. Burstein observes, raw, unelaborated
columns of numbers may be inaccessible to important policy audiences.
Concurrent release of data and interpretations is an important means of
retaining control over the meanings imputed to the data and the kinds of
recommendations they are used to support.

As discussed in Dr. Bock's background paper, the meaningfulness of
NAEP reporting scales could be enhanced significantly by empirical studies
relating performance on the NAEP scales to more directly measured,
practical schooling outcomes. Measurement of students' ability to perform
real-world tasks is far more costly than collecting data using
paper-and-pencil measures. However, valid inferences about the
population's performance on such tasks may be based on large-scale
assessment using NAEP exercises, together with much smaller studies to
determine the relation between NAEP slales and such real-world outcomes.
Such studies would significantly advance the kind of construct validation
envisioned by Guthrie and Hutchinson.

Reporting of State -level results and interstate comparisons. State-

by-State comparisons are addressed in several of the background papers, but
especially the papers by Dr. Burstein and Dr. Haertel. Burstein observes
that the panel's consideration cf issues in reporting is complementary to
recent work by the Council of Chief State School Officers (CCSSO) in
modeling the consensus planning process recommended by the Alexander and
James Study Group report, The Nation's Report Card. The panel's
recommendations and those of the '''SO should be largely compatible. We
concur with the CCSSO that NAEP must measure a range of important learning
outcomes, and that the system developed must not merely provide gross,
simplistic State comparisons of the kind often seen with comparative school
achievement data, but must. rlace achievement patterns in the context of
possibly different educational goals, demographics, and other contextual
factors. Specific recommendations from this panel versus the CCSSO
Consensus Planning Project are contrasted in Dr. Burstein's paper.

Burstein's paper briefly reviews the context awl assumptions
surrounding the panel's consideration of analysis and reporting issues, and
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then turns to the purposes of State-level AAEP reporting. NAEP must
provide a reliable and valid assessment, making efficieric use of the
student time taken for data collaction. Reporting must take account of the
different needs and circumstances of the several States. To be useful in
guiding policy, it should relate achievement to alterable variables- -

concrete features of the school systems that can be changed for the better
by State and local educators. Fair and credible reporting of
State-by-State comparisons is essential if State cooperation is to be
enlisted and maintained. As stated in Recommendation 10, the 1990 and 1992
pilot assessments should be used to explore several alternative schemes for
making and reporting such comparisons. Following in part on work by the
CCSSO, Burstein recommends several specific methods that should be explored
for making and reporting State-level comparisons.

In Haertel's paper, he considers models used within States for school-
or district-level comparisons, and considers their applicability to the
problem of State-by-State comparisons. Haertel concludes that it will
probably be necessary to place State achievement disparities in the context
of broad differences in socioeconomic level, although in principle
reporting of unadjusted means for subpopulations within States could
suffice. He cautions, however, that patterns of actual achievement must
not be obscured. Raw and contextualized reports of State-level achievement
differences serve different sets of purposes, both important. Adjustments
must not be permitted to legitimate existing inequalities in educational
outcomes far different groups of learners.

Evaluation

The investigations triggered by the 1986 reading anomaly have called
attention to a serious need for more systematic, ongoing statistical
evaluation and audit of NAEP procedures and results. The kind of
evaluation referred to would not consider the value or utility of NAEP, but
would examine closely the statistical quality at NAEP findings. The papers
by Heeges, Schmidt, Bock and Musick touch on several of the panel's
concerns. First, there is a need for empirical studies of the error
structure of the assessmelt. Expert judgments, including those of this
panel, cannoc resolve fun,:amentally empirical questions. Bridging studies
need to mirror the procedures of the main data collections /n every
important respect.

Second, studies of the accuracy and quality of reported NAEP results
need to be conducted on a routine basis, not just in response to apparent
ammalies. Third, to the extent possible, statistical evaluation of NAEP
should address the full range of error sources that may compromise NAEP
findings, including sampling, fair and consistent application of exclusion
criteria, and compliance with other aspects of administration procedures.
The need for this kind of ongoing audit function is clearly heightened by
the expansion of NAEP to provide State-by-State comparisons.

As set forth in Recommendation 12, an ongoing evaluation functior
should be established, inuepeMent of the NAEP contractor, which won'.,
regularly examine the overall accuracy of the assessment, assist in
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distinguishing real from artifactual patterns and changes in achievement,
identify design problems, and if necessary, provide some basis for
analytical adjustments to compensate for planned procedu'.al changes as they
are implemented, and not retrospectively. This statistical evaluation
could also consider issues of subpopulation bias, possibly uneven student
motivation, and other factors that might detract from the validity of NAEP
findings. Where feasible, NAEP should also be linked to other sources of
information on achievement.



Summary of Individually Authored Papers

This report is based on separately authored papers by nearly all panel
members. These papers represent the positions of their individual authors,
but reflect the deliberations of the entire panel. They provide detail and
arguments in support of the panel's findings.

Herbert J. Walberg's paper, National Assessment for Improving
Education: Retrospect and Prospect, establishes the policy context for our
examination of NAEP, and the importance of its continuation. It places the
current assessment in its historical context, and sketches some bold ideas
for the future.

Jeanne S. Chall's paper, Could the Decline Be Real? Recent Trends in
Reading Instruction and Support in the U.S., places the results of the 1986
reading assessment in the context of long-term patterns and trends, and
argues that at least part of the decline may be attributable to changes in
methods of reading instruction, especially a too-early emphasis on higher
cognitive processes, as well as to less support for reading and remediation
in the school, home, and community.

Larry V. Hedges' paper, The NAEP/ETS Report on the 1986 Reading Data
Anomaly: A Technical Critiaue, reviews the technical report c1 the 1986
reading anomaly by Beaton, et al., and evaluates the evidence presented
concerning various hypothesized explcnations. He criticizes the strategy
of asking whether each hypothesis in turn could explain the bulk of the
decline at age 9 or age 17, and suggests that a combination of changes in
admin.Lstration procedures might account for a substantial proportion of the
changes in reading performance.

Janet Baldwin's paper, Reading Trend Data from the National Assessment
of Educational Progress: An Evaluation, reviews the quality of NAEP reading
trend data. She finds that changes in procedures and in test content have
confounded the meaning and interpretability of NAEP trend data, especially
in the 1984 and 1986 assessments. Dr. Baldwin recommends a more rational
framework for identifying NAEP objectives and suggests ways to improve the
consistency in score meaning over assessment cycles.

Tej Pandey's paper, Mathematics Trends in NAEP: A Comparison With
Other Data Sources, compares NAEP mathematics trends over nearly two
decades with findings from the SAT, ACT, ITBS, ITED, GED, NLS-72, and
HS&B. He finds no evidence of inconsistencies in the directions of changes
between NAEP and other data sources, although the magnitudes of changes are
difficult to compare from one test to another where standard deviations are
not reported. Dr. Pandey recommends improvements in the taxonomy of
content and process categoric used in defining NAEP mathematics
objectives, and cautions that if 14AEP approaches the status of a "national
test," then the choice of content for NAEP will influence school curricula.

William H. Schmidt's paper, Quality Control: The Custodian of
Continuity in NAEP Trends, addresses the importance of procedural as well
as statistical and sampling consistency in NAEP. Dr. Schmidt places the
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1986 reading anomaly in the context of other difficulties caused by past
procedural modifications, and calls for better quality control mechanisms
based on systematic procedures for considering all changes from one
exercise cycle to the next.

David E. Wiley's paper, Assessment of National Trends in Achievement:
An Examination of Recent Changes in NAEP Estimates, pursues two lines of
investigation of the 1986 reading anomaly. First, Dr. Wiley examines both
levels and distributions of scores at all three age/grade levels, and finds
that, as a consequence of increased variability of the score distributions
from 1984 to 1986, at sufficiently low levels of performance, there were
declines for all three groups, while at sufficiently high levels, there
were improvements for all three groups. Second, Dr. Wiley compares the
content of the age 17 NAEP exercises to that of the SAT. While noting
important differences, he finds sufficient parallelism to support cautious
comparisons of SAT reading performance and NAEP reading performance for
high-ability students. He find- that SAT changes do parallel NAEP
changes. Dr. tiley concludes that the magnitude of the NAEP reading scale
score changes between 1984 and 1986 together with the large increase in
scare distribution variability make methodological changes between the two
assessments the r,st likely primary cause of the decline.

Mark D. Musick's pope'''. Management and Administration of a State-NAEP
Program, recommends that the State-NAEP program be established as a program
unit within National-NAEP. Dr. Musick considers a range of issues in the
administration and governance of such a unit, and in the articulation of
State-NAEP with National-NAEP, including instrumentation, sampling,
identification of students excluded from testing, local options for
expanded assessments within States, test administration, reporting of
findings, and other matters. He concludes that establishing and
administering a nationwide student testing program that uses the NAEP to
provide information on a State-by-State basis is a manageable task.

R. Darrell Bock's paper, Recommendations for a Biennial National
Educational Assessment. Reporting by State, provides a comprehensive and
detailed technical plan for a National Assessment permitting State-by-State
comparisons, and permitting an orderly evolution as statistical
methodological advances ("updateability"). Dr. Bock's design for an
assessment addresses issues of sampling, assessment cycles, domain
definitions, assessment instruments, background questionnaires,
administration procedures, scoring, reporting and technical support. His
design includes both objective questions and writing exercises, and allows
for the linkage of existing State assessments to a national assessment.

John T. Guthrie's and Susan R. Hutchinson's paper, Objectives for
State Assessments by NAEP, considers the content of State-NAEP assessments
in the light of the purposes these assessments will serve. In
specifications for NAEP exercises, the authors argue that ancillary, or
unintended, requirements of exercises must be considered, as well as
intended objectives. For example, readability of exercises (other than
those designed to test reading) should be at least 2 years below the
age/grade level at which the exercises are to be used, and inference items
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should not depend on factual knowledge that cannot be presumed to be nearly
universal among the group tested. The at-chors also consider whether
content and processes should be assessed separately or in concert.

Joan Boycoff Baron's and Pascal D. Forgione, Jr.'s paper, Collecting
and Profiling School/Instructional Variables as Part of the 'tate-NAEP
Results Reporting: Some Technical and Policy Issues, presents issues and
recommendations relating to the collection of NAEP background data. The
authors propose criteria for selecting background questions based on prior
theory, research, and empirical findings, and propose a long term NAEP
research agenda to improve and stabilize the NAEP background data
collection.

Leigh Burstein's paper, Reporting zate -Lc rel NAEP in a Fair and
Credible Manner, highlights the technical and policy issues in reporting
State-by-State results that need to be considered in the 1990 and 1992
trails and beyond. Dr. Burstein discusses the purposes and principles that
should guide State-level analysis and reporting, and the alternative bases
for comparing States that might be examined during the trial cycles. The
panel's recommendations are linked with corresponding recommendations of
the CCSSO-directed NAEP Planning Project, and with analytical options
explored by Haertel for State-level comparisons based on procedures States
have used to compare test scores for districts or schools. Burstein
concluded that the trial t:ycles should generate a wide variety of
State-level reporting systems. Through ensuing discussion and debate,
these would evolve into the core reporting methods for a fully operational
State-NAEP.

Edward Haertel's paper, Within-State Comparisons: Suitability of State
Models for National Comparisons, first considers problems of equity or
fairness that arise with any system for adjusting scores or setting
different expectations for different schools, districts, or States. He

then describes systems used in several States for reporting school- or
district-level achievement, and considers the applicability of these
methods for purposes of State-by-State comparisons. In conclusion, Dr.
Haertel suggests three possible approaches, including the reporting of
unadjusted means for demographic subgroups, comparisons of each State's
performance to a predicted level derived from models for subunits (e.g.,
communities) within the State, and a method using "floating comparison
groups," as recommended by the CCSSO Consensus Planning Project.

In summary, both collectively and individually, we have given careful
attention to the three issues we were charged to address. It is our hope
that our report, recommendations, and conclusions will help to guide and
improve the National Assessment of Educational Progress in years to come.
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National Assessment for Improving Education:
Retrospect and Prospect

Herbert J. Walberg
University of Illinois at Chicago

Congress passed legislation in 1867 to create the U.S. Office of
Education which was chiefly to collect statistics with a view toward
improvL.7 education in the Nation. Today it is increasingly apparent that
accurate, comprehensive data are necessary for raising educational
productivit and helping to increase the quality of our national life.

The National Assessment of Educational Progress (NAEP) is and should be
a major informational vehicle for accomplishing these purposes. Sometimes
called "the Nation's Report Card," NAEP was created in 1969 to obtain
dependaule data on the stems and trends of achievement in a uniform,
scientific manner. Today NAEP remains the only regularly conducted
national survey of achievement at the elementary, middle and high school
levels (young adults have also been sampled). Unlike the longitudinal
projects High Schor1 and Beyond and NELS-88 that follow the same students
longitudinally over time, NAEP is a periodic series of cross-sectional
surveys of the successive groups of the students of the same age.

The subject areas assessed most often include reading, writing,
ma: Iematics, science, and social studies, although citizenship, .:omputers,
literature, art, music, and career development are also assessed. As of
1988, NAEP had tested about 1.3 million young Americans--making it one of
the largest social surveys ever ,:onducted and the costliest, most
comprehensive, and long-standing educational survey in the U.S. and perhaps
the world.

NAEP is designed with advice by teachers, subject-matter experts, and
citizens with a variety of points A view and representing various
constituencies. By a process of consensus, they suggest the design
objectives for The subject areas and specify general goals that students
should achieve by the three ages usually tested. 9, 13, and 17, and now
grades 3, 7, and 11. After review and revision, these specifications are
turned over to item writers, who develop questir and other exercises
appropriate to the objectives.

The items are reviewed for appropriateness and .ible bias, then
field tested, revised, and administered to stratified, multi-stage
probability samples. The resulting da.4:a are analyzed in various ways and
then disseminated. The general purpose of NAEP is to provide information
that will help educators, legislators, and others to improve education.

This paper discusses NAEP evolution and several future prospects for
accomplishing its long-term general purpose. It draws not only on the
national discussion f assessment ind educational reform but also my
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experiences analyzing NAEP data; sitting on coneW.tative panels for both
NAEP contractors; advising educational authorities in State and Federal
Government, and foreign ministries of education; and serving on technical
and policy groups for the International Association for the Evaluation of
Educational Achievement and the Otganization for Ecormic and Cooperative
Development.

A Retrospective on NAEP

At the 1967 meetings of the American Educational Researc., Association
(AER%), we 9.rst heard some of the early arguments abcolt whether or not we
shou'd have a national assessment, and, if so, about how it should be
designed. Harvard dean of education Theodore Sizer had awakened my
interest in the topic; he spoke actively arm eloquently for the
assessment. Apparently, howiver, several professional education
associations and State authorities resisted the idea because they feared
that schools and States would be identified. A concession was made that
only broad regions and subgroups of students would be compared, and the
emphasis would be on changes over time. fhe situation, of course, is far
different today since a large number of governors, legislators, and
interested citizens want to study specific comparisons of States and to
evaluate the reforms made in this period of extraordinary ferment.

In the 1970s, LAEP began V -xtend its scholarly usefulness
significantly when tt.e National Science Foundation explored with several
scholars the idea of using NAEL science data for "secondary" studies going
beyond trend analyses. The University of Illinois at Chicago was awarded a
grant with subcortractr to two other universities and to the Education
Commission of the Sates that conducted NAEP at the time. The project
converted the massive NAEP data files to a uniform format with control
statements for the Statistical Package for the Social 'ciences that would
make it easier for "secondary" or non-NAEP investigators to analyze the
data. The project also prodtced sample analyses, and trained a group of
other secondary users from about twenty universities and research
agencies.

This grant resulted in a number of publications and an active special
interest group of secondary analysts of NAEP data within the American
Educational Research Association. NREP analysts fall into three classes:
subject matter specialists who determine how students perform on individual
items and clusters as related to ,grriculum policy; psychometrists
interested in item response patte_ns; and researchers such as myself who
try to determine what home, school, and other conditions students appear
optimal for educational achievement sc as to suggest possible changes in
educational policies and practices. Tile NkEP contractor, Educ -ional
Testing Service, has reported item results and scores by region and types
of students, and has recently begun some causal analyses to suggest
policies.

In my view, NAEP has extended its utility considerably by enabling
secondary users to purchase data tapes at low cost and to analyze the
immense bank of data that has accumulated. I have been glad to see this at
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first hand both as a long-standing analyst of NAEP data and as an advisor
to the former and present contractors, Educational Commission of the States
and to Educational Testing Service. At little extra, monetary cost and
human time, many opinion and "background" items on home, class, and school
characteristics and conditions are now given to students, teacners, and
principal-.

Such items need not be given to entire samples but only random
fractions of students taking the achievement tests. They allow us to study
how educational conditions and practices, as well as test scores, are
changing over time. Analyses of such items are in the tradition of the
General Social Survey conducted by the National Opinion Research Center
that assesses public opinion. "Core items" are used in every survey to
measure trends in opinion or conditions of enduring importance.
"Piggy-back" items may be added temporarily for one or more surveys to
detect important short-term trends, or those of interest to particular
analysts or project sponsors. In these ways, NAEP has become an even
greater national asset by providing additional valuables information
efficiently since the cost of adding items is small zeiative to the fixed
costs of administration, sampling, data collection, computer processing,
and archiving.

Causal Inference

The opinion and background itews of NAEP also allow a degree of causal
inference. They may, for example, allow us to infer that leisure-time
reading and homework enhance achievement, other things being equal, since
students who engage in these activities achieve better than students alike
in other respects who do not. Of course, causal directionality is
uncertain since, for example, motivation may cause leisure reading,
homework, and achievement, and achievement itself may cause the other
things, even though attempts are made to control all the variables in
regression uld other analyses.

NAEP, of course, is reric-ic survey of cohorts rather than a
longitudinal study eat follows the same students over time. Longitudinal
studies are better designed to detect variations in learning and other
personal characteristics during and after schooling attributable-to
educational practices an conditions. Experimental studies of smaller
groups of students randomly assigned to conditions ane control groups may
even be stronger indicators of the.. effects.

Neither longitudinal studies nor experiments, however, are infallible:
Some members of longitudinal studies refuse to participate or can no longer
be located; and they may differ considerably from the original sample.
Despite efforts to statistically control the alternative causal variables,
analyses of longituelinal data may suggest spurious effects that cannot be
completely ruled out--no matter how much sociologists might hope.
Experiments that psychologists preler yield stronger causal confidence
since groups differ only in random assignment and the conditions are
closely observed, but they may be criticized as studies of how people act
under contrived conditions rather than in the real world.
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For purposes of causal inference, NAEP can partly compensate for the
wt iknesses of longitudinal surveys and experiment3 since it comes closes*
to estimating policies and conditions ir. the Nation rather than those
encountered by samples remaining from longitudinal surveys and the small,
idiosyncratic samples usually obtained in the usual small-scale,
single-site experiments. Some effects such as student motivation, the
account of instruction, its quality, homework, and the curriculum of the
hwe seem powerful enough to be detectable in longitudinal, cross-
sectional, and experimental studies (Walberg, 19'6). So each of these
approaches has something to contribute--not only in assessment but in
suggesting improvements in practice.

State. International. and Other Comparisons

The original intentions of NAEP were to accumulate data that could be
compared with future data to measure progress and to compare broad regions
of the country and sub-classes of students st .h as boys and girls, and
,embers of various ethnic and social groups. These may be worthwhile, but
they are far from telling us all we need to know and what might be gleaned
from an upgraded NAEP. Of course, we want to know how the Nation is
'progressing in achievement; but we are even more interested in knowing how
it compares with the status and progress of other countries. Policymakers
in education want to know why achievement has changed and how to raise it.
Icfmational cooperation on such matters is mutually beneficial since the
generally larger variations among countries than within any particular
country make causal effects more detectable.

Even so, the U.S., like Australia, Canada, and West Germany, has no
centralized ministry of education; it could be said that we have 50 or more
ministries. If State policies led to increased science achievement in
Vermont and decreased it in New Hampshire, we could detect neither the
differences nor causes if the results were averaged by regions or the whole
Nation. Some State governments are paying a greater share of the costs of
education than previously, and they have initiated different reformswith
more radical choice plans on line. Some very much went to know how schools
compare within their States as well as how their State averages compare
with those of other States. The States can learn from one another's
experience, and so can the Nation as a whole.

The new demand for results and their measurement, of course, began with
A Nation at Risk, the report of the federally-appointed National Commission

for Excellence in Education and the several dozen other reform reports that
followed it. The National Commission pointed out the poor performance of
U.S. students by international standards and the potential contributions of
education to national prosperity and welfare. As a result of the reform
reports, considerably more money was spent on education and many reforms
were made; but it does not seem clear that education is yet as efficient as
it should be, and that funds are wisely spent.

If anything, it seems likely that there will be greater de,,,ands for
information and reforms. At the request of President Ronald Reapin. for
example, Secretary of Education William Bennett issued a 5-year tollowup
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on the National Commission report in the spring of 1988. H's evaluation of
education focused public attention on what else should be achieved in the
Nation's schools. Data released on sciencc achievement in March, 1988 by
the International Association for the Evaluation of Educational Achievement
(IEA) and the National Science Fourdation again showed comparatively poor
U.S. achievement and rankings near the bottom of affluent countries and
rivaled by several developing countries.

Even more pointedly, the National '3o,rernors' Association (NGA, 1986)
issued the bluntly titled A Time for Results which calls for higher
achievement and deeper and wider reforms. Some recommendations in their
report on achievement comparisons, school-site management, parental
involvement, governance, diversity, magnet schools, and choice of
attendance were not widely considered a decad- tgo; but are now being
enacted in many districts and States. In ftsult 1 in Education. 1987, the
NGA called for indicators that reflect State educational goals; measure
higher-level skills demanded by society; and meet the information needs of
educators, policymakers, and the public. In addition, the Council of Chief
State School Officers voted to compile State indicators including
achievement.

At one time, failure rates on the Selective Service Examinations for
the military draft were available by State. The State failure rates ranged
widely from less than 1 percent in Minnesota to about 35 percent in one
Southern State, and they were related to various educational conditions
(Walberg, 1979). In recent years, Wall Charts have been issued showing
average student performance on the Scholastic Achievement Test and the
American College Test and other educational indicators. Since these tests
have been taken by selective, non-random, and varying fractions of age
groups within States and across time, they are less desirable as indicators
than NAEP scores. But widespread publicity and comments about State and
international achievement show the enormous public and professional
interest in comparisons.

The prospect of better State comparisons, as well as school and
international comparisons, comes at the right time. NAEP can help fulfill
this important national interest as suggested in the Alexander-James report
of the National Academy of Education. But it might also accomplish several
less obvious purposes in the long range. Consider several possibilities:

NAEP by Tailored Testing

NAEP might change this century's convention of giving each child within
a class or grade the same test which is similar to old-fashioned "batch
processing" in industry. A far more efficient and time-saving approach is
"tailored-testing" (see Carroll, 1982) which flexibly adapts test items to
students over great ranges of ability.

For several decades, it has been possible both in principle and in
practice to program computers to assign the most discriminating items to
each student, based upon her or his pri(4.. responses during the testing
session. In fact, the idea goes back to the origins of mental testing:
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Alfred Binet, of course, administered intelligence test items of a given
difficulty to children depending on how well they did on the first few
items tried (Carroll, 1982). As few as ten such tailored items c yield
scores as reliable as many more batched items suited to the average
student. Alternatively, an hour or two of tailored items might yield
accurate individual assessments not in one subject but in all the major
subjects of the standard curriculum. Or, in the same time, such items
could provide highly detailed assessments of skills in a single discipline,
for example, word choice, grammar, spelling, and punctuation in written
composition. Frau such results, tailored instruction could avoid teaching
what students already know and what they are yet incapable of learning
until they meet prerequisite skills.

The increased efficiency in time use and the computer's capacity to
record large amounts of information make it feasible to monitor individual
student progress more frequently, accurately, and comprehensively. With a
thorough, continuing assessment of what each student needs to learn, it
should become equally feasible to provide comps .r-adapted or tailored
instruction. Such instruction is by no means a panacea, but it is among
those educational methods that provide moderately superior achievement; and
it has the further advantage of saving students' study time (Walberg,
1986). It can be expected that computer costs will continue to fall, while
software increases in sophistication and interest.

NAEP by Modem

NAEP itself could in a decade or two be done by computer hookups and
this possibility seems worth exploration. In principle, it would be
feasible to conduct sample surveys of districts, schools, and students
directly by computers. Students, for examplil., could rapidly complete
tailored tests and questionnaires by terminal and modem. In compensation,
students and schools could receive an instant report on the results. Now,

of course, they receive nothing, except perhaps a newspaper report a year
later if they chance to come across it. The further advantage of a
national hock up is the speed at which surveys and tests can be completed.
The time-consuming steps of printing tests and questionnaires, mailing,
scanning and screening data, and the like could be skipped. Even analyses
could be automated, and produced at electronic speed.

Like national polls of 1,500 respondents that provide reasonably
accurate estimates of public opinion in the Nation, direct sampling by
telephone controlled by computer might make NAEP fast and cheap. Quarterly
or even monthly survey repots on important output measures could be made
routine as they are in commerce and industry. Local, State or national
assessments of special topics might be commissioned and completed in less
than a month. In principle, we would not have to wait a year for the
Kappan's Gallup poll on education, several years for cycles of the present
National Assessment nor as much as a decade between .nternational
comparisons. We cannot follow the rapid reforms in the States if the
information is obsolete before it is processed.
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Federal Statistics

Federal Government spending on education statistics is small by several
standards. In school year 1982-83, for example, spending on public
elementary and secondary schools in the U.S. by Federal, State, and local
government was respectively $56, 52, and 8 billion, which totals $116
billion, or 4.5 percent of the $2.6 trillion national income (Indicators,
1985, p. 22). If the Federal Government spent $100 million on better
educational statistics, it would amount to less than one-tenth of one
percent of total educational spending on public schools and might increase
efficiency by many billions.

Given U.S. Government spending of $1.4 billion on statistics (Alonso
and Starr, 1985, 123), education's 4.5 percent shore (ba,_:ed on the public
school percent of national income) would be $63 million, in contrast to
$8.7 million in current spending by the National Center for Education
Statistics. Higher spending on research should yield better statistics and
make the "education industry" more comparable to agriculture, medicine, and
various industries that base practice upon productivity comparisons.

Conclusion

Tie present seems a time for greet opportunity in educational reform
and research in education. Agriculture, engineering, and medicine made
great strides in improving human welfare as doubts arose about traditional,
natural, and mystical practices, as the widened measurement of results
intensified, as experimental findings were synthesized, and as their
theoretical and practical implications were coordinated and vigorously
implemented and evaluated.

Education is no less open to humanistic and scientific inquiry and no
lower in priority since half the workers in modern nations are in knowledge
industries, and the value of investments in people is now more apparent
than ever (Walberg, 1983). Although it is possible to find fault with
federal statistics on education, the last decade or two has been a period
of quiet but significant accomplishments; and larger amounts of valuable
data are being accumulated, a-d put to good use by policymakers. More is
to come.

NAEP has become a national asset. It ca- serve as a sturdy benchmark
for our accomplishments and failures at reform; and policymakers need to
know about both. The technical problems raised by expansion of NAEP to
provide State estimates are well within current technology.

A State-level NAEP can be accomplished at reasonable cost, using
existing technology, in a way that assures the preservation of national
trend estimates. NAEP can also provide lter sticks" or links for the
States to make district and school comparisons within States. NAEP can be
also made more useful by other means in the longer range by modernizing its
technology, although extreme caution is required since NAEP's main value is
o provide benchmarks and indicate trends.
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The rending anomaly hardly implies that national and State assessments
are unmanageable. It appears that the present NAEP contractor may have
made too many well-intentioned procedural changes too quickly; but, as
pointed out by Jeanne Chall and others, actual declines cannot be ruled
out. Studies now underway should help to resolve the question of how much
of the observed reading decline from 1984 to 1986 reflected procedural and
actual changes. Anomalies and other uncertainties can be minimized or
avoided, as suggested by the committee, by carrying out new procedures only
for very ztrong reasons, and exploring them sparingly and simultaneously
with the old procedures to test their efficacy before substantially
cowmitting NAEP and risking its main values.

In my opinion, nonetheless, neither NAEP nor the testing profession in
general can afford to slacken efforts to innovate and implement superior
technologies. Indeed, as discussed above, ther may be as much need for
testing reform as changes in other educational practices. Calibrated
"meter sticks" for test equating, for example, would facilitate comparisons
across time and place; these would simplify scientific studies and alo
provide more comparable and comprehensible information to the public.
Tailored testing can save immense -mounts of student time and yield more
accurate results. In principle and to some extent in practice,
computer-assisted testing including telephone hookups can cut time for
testing feedback to students, teachers, and policymakers by as much as 90
percent or more; and the value of such information is proportional to its
speed. The testing profession, moreover, can cont:ibute much more to the
Nation's need for increased ach.evement by coordinating tests more directly
with curriculum and instruction.

NAEP should not be jeopardized by unproven techniques, as explained
above. But neither should we divorce it from technical progress. NAEP,
for example, has already greatly added to its utility by cautiously and
unobtrusively adding "background" items 'n educational practices and
conditions. This addition has allowed many useful policy analyses by NAEP
staff and outside researchers.

Although NAEP's main effort and most of its resources should go into
proven methods that worked well in the past, NAEP might selectively lead or
be used in the development of innovations and new technologies. These
efforts need not be carried out by NAEP itself. Rather State and local
educational specialists, as well as independent investigators are carrying
out many of the newer testing practices even now, and they can make good
use of the valuable collection of NAEP items and statistical information on
them. In these ways and by increased cooperation, the testing profession
through NAEP and other projects can contribute much to meeting the
challenge of increasing what our students learn.
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Could the Decline Ba Real?
Recent 'fiends in Reading Instruction and Support in the U.S.*

Jeanne S. Chall
Harvard University

The purpose of this paper is ro present evidence on the probability
that the declines in the NAEP 1986 reading scores are real and not
primarily an anomaly. I will do so through an analysis of the trends in
NAEP reading test scores from 1971 to 1986. I will further relate the NAEP
reading scores to the reading instructional practices and to the resources
available to each cohort prior to the time it was tested.

Before analyzing the reading score trends from NAEP, it is well to
present briefly what 's known about the influence of the school, home and
community on reading achievement.

Influence on Reading Achievement

1. Reading instruction, including textbooks, and reading resources in
the school, home and community have significant effects on reading
achievement. (See, for example, Chall, 1986a and 1987; Chall & Snow, 1982
and 1988; Coleman, Campbell, Ho", rtland, Mood, Weinfeld, & York,
1966; R.L. Thorndike, 1973.)

Some school factors have significant effects on students of all ages
and grades while many seem to be important at early or later stages of
reading development. For example, the research over the past 70 years has
found that direct instruction and practice of word recognition and phonics
in grades 1 and 2 (and later for older students still reading at these

rly levels) produces better achievement in word recognition and
..imprehension. This advantage is cumulative and tends to be found in the
scores in later grades (Chall, 1967 and 1983a; Williams, 1986; Perfetti,
1985; Anderson, Hiebert, Scott, & Wilkinson, 1985, What Works, 1986;
Bennett, 19E6). Similarly, the direct teaching of reading comprehension
strategies and word meanings has significant effects at the intermediate
grades and higher, when the basic word recognition and decoding skills are
mastered, and when the reading materials go beyond the familiar and known,
contain specialized and abstract words, and the texts require critical
Comprehension strategies (Gray & Holmes, 1938; E.L. Thorndike, 1917; Chall
& Snow, 1982 and 1988).

2. Reading changes in characteristic ways as it develops--from its
beginnings (and prebeginnings) to more advanced levels (Chall, 1979 and

* I wish to taank Edward Haertel for his helpful critical comments and
detailed informative charts on the probable trends in the 1971 to 1986
NAEP reading scores, and Mary Curtis and Sue Conrad for their reactions
to an earlier draft.
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1983b).

if reading is divided into levels or stages, a major break seems to
come at about grade 4. Pre-grade 4 reading rarely goes beyond the language
and knowledge that the reader has through listening, direct experience and
TV. Reading beyond grade 4 generally deals with texts that go beyond what
is already known--texts that are ever more complicated, literary, abstract
and technical. And these .exts require of the reader more world knowledge,
ever more sophise.catsd language and cognitive abilities to engage in the
interpretations and critical reactions required. Materials of 4th grade
level and beyond are more difficult in content, in linguistic complexities,
and in cognitive demands.

Reading at the earlier lzvels (approximately 1st through 3rd grade
reading levels) requires proficiency in word recognition, decoding and
fluency. If the reader's native language is English, it requires
relatively little "stretching" of linguistic and cognitive abilities.
Beginning with the intermediate reading levels (approximatif 4th grade
reading level and beyond), the challenge becomes primarily linguistic and
co6nitive. However, witbJut the fluent recognition of words, linguistic
and cognitive skills cannot function in reading comprehension (Perfetti,
1985; Anderson, Hiebert, Scott, & Wilkinson, 1985; Williams, 1986; LaBerge
& Scmuels, 1975).

3. These stages or levels are generally cumulative and continuous. If

word recognition lags behind, comprehension will lag behind, even though
the meanings of the words are known and the ideas are understood when
heard. Accurate and automatic recognition of words is necessary for
efficient reading and comprehension. Thus, instruction that focuses on the
developmental changes in the reLding process will be more effective, other
things remaining !qual. (LaBerge & Samuels, 1976; Chall, 1983b; Perfetti,
1985)

4. Compensatory education and remedial services for children at risk
and for those who are having difficulty will improve reading achievement
(L.C. Smith, 1979; Kraus, 1973). The earlier children are given the
remeeal help that they need, the more effective it is.

Among other school and teacher factors having significant effects are:
teacher .?.xcelience, time on task, optimal difficulty level of materials of
instruction, frequent assessment to guide instructim (Chall, 1986a).

5. Home and conununity factors have long been recognized as
ccntributing to reading achievement. In recent times, the Coleman report
(1966) and the IEA International Study of Reading Comprehension (R.L.
Thorndike, 1973) have focused on family background as the major factor in
reading achievement.

o. Among home and community factors related to reading achievement
are: reading materials in the home (the more, the better); television (the
less, the better); education of parents (the more, the better); and
homework (the more, the oetter) (see "AEP, 1985).
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The Relation Between NAEP Scores and Changes in Scnool and Home Influences

In the remaining part of this paper, I will attempt to show how changes
in school and home factors, such as those noted above, may have contributed
to the increases and declines in the NAEP reading scores. Although my main
concern is with the 1986 reading scores, I will also analyze the NAEP
reading scores for 1971, 1980, and 1984. I do so because my earlier
analyses of NAEP reading scores and the school and home factors to which
students were exposed seemed to explain the increases and decreases among
the different age groups, as well as the gains and losses over different
time periods (Chall, 1983c, 1986a, and 1986b).

I begin, first, with the school and home influence on reading for the
different time periods.

It should be realzed that only the broadest factors in school, home
and community influences could be considered for this essentially
macroscopic analysis. Further, trends in the conceptualization of reading
instruction and support for beginners receive major attention, since
beginning reading affect!, not only achievement in the early grades but also
in later grades (Chall, 1967 and 1983a).

Prevailing Views and Practices in Reading Instruction: 1920 to the
late 1960s

From about 1920 to about the late 1960s, the major focus in the
teaching of reading, from the first grade on, was on "reading for meaning,"
i.e., on reading comprehension (Chall, 1967 and 1983a; AndelJon, Hiebert,
Scott, & Wilkinson, 1985). The reading textbooks contained limited
vocabularies and relatively little systematic instruction was given in
phonics. (See Chall, 1967 and 1983a, for instruction during these decades
based on basal readers and their accompanying teacher's manuals.)

Views on Reading in the 1970s (from the late 1960s to the late 1970s)

During the 1970s (as well as the late 1960s), there was a change in
most beginning reading programs. Although they still had children
re-ognize whole words (sight) and read for meaning in grade 1, there was an
earlier and more systematic emphasis on phonics or decoding (Popp, 1975).
As a result, the basal reader textbooks became harder, i.e., they contained
more different words, grade for grade. The methods textbooks for teachers
published in the 1970s also paid more attention to teaching phonics and
decoding (Chall, 1983a). Formal reading instruction was also begun earlier
than in the 1960s. Many schools started to teach reading in kindergarten.

More resourccs seemed to be available for those at risk--for
disadvantaged urban preschoolers in Head "-art, and school age children in
Titl I (later Chapter 1). Children of all social levels with learning
disabilities received remedial help under Federal Law 94-142. Sesame
Street and The .lectric Company provided informal stimulation for learning
to read in the home.
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The emphasis on getting the beginner off to a good start was implicit
also in the "basic skills" movement of the 1970s, which was concerned
particularly with urban children who were not achieving academically.
Somewhat later came the effective schools programs, which also focused on
beginning reading. The overall reading emphasis of the 1970s could be
characterized as giving children an early and strong beginning.

NAEP's recent report confirms our characterization of reading in the
1970s: "The decade of the 1970s in particular Waj an era of emphasis on
the 'basics'..." (Applebee, Langer, & Mullis, 1987, p. 35).

Reading Views and Practices in the 1980s

The late 1970s and 1980s saw another shift in reading. Reading
research, theories, and practices began to focus on reading comprehension,
particularly higher-level comprehension processes. A parallel shift took
place in the teaching of writing, with an emphasis on the writing process
and higher cognitive processes while writing (Applebee, Langer, & Mullis,

1987).

This broad characterization of reading in the 1980s is confirmed by
Applebee, Langer, and Mullis (1988) who wrote: "Recommendations for good
teaching include ... greater emphasis on comprehension strategies" (p. 5).

It is hypothesized that these trends in reading instruction,
particularly in the reading instruction and resources in the early grades,
are related, at least in part, to the NAEP scores, especially to the scores
for the 9-year-olds.

Trends in NAEP Reading Scores

NAEP Reading Scores for 1971 to 1980

Table I, adapted from NAEP, presents the reading gains from 1971 to
1980 for three age groups--on literal comprehension, inferential
comprehension, and reference skills. It contains, in addition, the year in

which the different cohorts were in grade 1.

From the table, we note that younger children, the 9-year-olds (4th
graders), made the greater gains, more than tha 13- and 17-year-olds.

Why the differences? A likely hypothesis lies in the changes in
reading instruction that began in the late 1960s and continued through the
1970s--changes characterized above and directed more to younger childrer.

than to older students. Thus, the 1980 4th graders benefited from an
earlier start, from more and earlier phonics, harder basal readers grade
fc, grade, more home instruction and stimulation through Sesame Street and
The Electric Company, more remedial help to those who needed it, Head
Start, and Chapter 1. The significant gains of the 9-year-olds on all
reading subtests in 1980, as compared to 1971, may be attributed, at least
in part, to their stronger reading instruction--reading instruction that
"matched their needs' --as well as to their stronger reading environment.
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Table I

National Assessment of Educational Progress
Gains in Reading Scores, 1971 - 1980

Grade 4
(Age 9)

Grade 8
(Age 13)

Grade 12
(Age 17)

Total Reading +3.9* +0.8 -0.9

Literal Comprehension +3.9* +1.6* -0.2

Inferential Comprehension +3.5* -0.6 -2.1,t

Reference Skills +4.8* +0.9 +0.8

Grade 4 Scores Grade 8 Scores Grade 12 Scores

1971 cohort,
in Grade 1, 1967
1980 cohort,

in Grade 1, 1978

1971 cohort,
in Grade 1, 1963

1980 cohort,
in Grace 1, 1972

1971 cohort,

in Grade 1, 1958
1980 cohort,

in Grade 1, 1968

Note. From NAEP, *Significant.

From: Chall, J.S. (1963). Literacy: Trends and explanations.
Educational Researcher, 12:9, 3-8.

On the other hand, the 4th graders of 1971 were in 1st grade in 1967,
before Sesame Street and The Electric Company and before the schools and
textbooks changed toward earlier and stronger beginning reading programs
(Chall, 1983a).

The grade 8 (age 13) gains in 1980 suggest significant influences from
the cumulative effects of the stronger early reading programs and resources
of the 1970s on literal comprehension (see Table I). The lesser effects on
inferential comprehelvion are not surprising since it is influenced more by
cognition than by reading skills. Since the 1980 8th grade cohort was in
grade 1 about 1972, when some would have been exr)sed to stronger beginning
reading programs and richer Ume reading environments, the improved scores
in literal comprehension may reflect this stronger beginning. The 1971 8th
grade cohort, on the other hand, was in grade 1 about 1963, when the
beginning reading programs were not as strong.

While the influence of beginning reading programs on 12th graders'
reading achievement would be weaker than for 4th and 8th graders, it is
significant that both the 1971 and 1980 cohorts were in grade 1 before the
1970s, a time of weaker beginning reading programs.

NAEP Reading Trends: 1980 to 1984

Table II presents NAEP scores for 1980 and 1984 (and also for 1986) for
9-, 13- and 17-year-olds, and Table III presents the gains and mosses for
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each age. These are the scaled sr..nas from the respective assessments,
taken from Table 2-1 in Beaton's report (1987) by Edvaird Haertel.
According to Haertel, the numbers in The Rnading Report Card are slightly
lower, but the pc terns are the same.

According to the scaled scores in Tables II and III, the scores for the
9-year-olds in 1984 leveled off, or tapered; the scores for tie

13-year-olds declined somewhat, while '-he 17-year-olds seemed to have
gained somewhat.

TABLE II

Trends in NAEP Reading Scores
1980, 1984, 1986

1980 1984 1986

Year in Yeat in Year in
Age Scores Grade 1 Scores Grade 1 Scores Grade 1

9 215 (1975) 213 (1979) 207 (1981)

13 259 (1971) 258 (1975) 260 (1977)

17 286 (1967) 289 (1971) 277 (1973)

TABLE III

Gains and Losses at Same Ages
from 1980 to 1984; 1984 to 1986

Age 1980 to 1984 1984 to 1986

9 -2 -6

13 -1 +2

17 +3 -12

According to The Reading Report Card (NAEP, 1985), both the 17- and
17-year-olds gained, with a tsp.:ring or leveling of the reading scores for
the 9-year-olds. In a cohort analysis based on date of birth, The Readilv,
jeport Card concluded that the stronger scores of the 12- and 17-year-olds
in 1984 could be attributed to their stronger scores when they were 9 years
old.
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Thus, the 1984 NAEP data onfirm the importance of a strong beginning
in reading--not only for the 9-year-olds' scores, but for their scores when
they reach ages 13 and 17.

The NAEP scores from 1971, 1980 and 1984 tend also to give support t) a
developmental, multiple. -stage theory of reading, rather than a single-stage
theory that was prevalent during the decades before the late 1960s and
again since the middle 1970s. NAEP's data for 1980 and 1984 suggest the
greater effectiveness of a stronger, bcsic skills emphasis for the younger
children, which tends to show up at age 9 and latcr at ages 13 and 17.

It is also possible that the growing concern for teaching the higher-
level cognitive skills beginning at grad:: 1, which began in the late 1970s
and early 1980s, is responsible, at least in part. for the leveling of the
1984 NAEP scores amnng the 9-year-olds. This is suggested by a general
movement toward a greater emphasis on reading comprehension even in grades
1 and 2. following the research emphasis on comprehension which started at
about 1975 at the University of Illinois Center for 'L.he Study of Reading
and at many other universities. Although the comprehension research was
generally conducted on students in 4th grade and above, the results were
applied to grades as early as kindergarten and grade 1. The comprehension
emphasis of the 1980c came also from the whole language movement, which
focused on the linguistic and cognitive aspects of read ng, riet from the
start, with little or no concern for accuracy of word recognition and
phonics (F. Smith, 1979).

Another hypothesis for the tapering of the age 9 scores is the decline
in remedial services in schools nationally. With the various State laws
cutting spending (e.g., Proposition 2-1/2 in Massachusetts), the funds for
special services in schools were cut. This included remedial reading
services, with the exception perhaps of federal funds for children with
learning disabilities under PL 54-142. Thus only those children with
severe reading problems received the help they neeued. Mose with milder
problems were not given the help and were thus negatively affected.

In summary, the tapering of the 1984 scores for the 9-year-olds seems
to reflect a return to an emphasis on reading comprehension for beginners
as well as for more mature readers, with a decline in teaching word
recognition and d "oding and a lessening of resources for reading. The
gains of the 13- and 17-year-olds could be attributed to their initiatio.
into reading during the 1970s when beginning read; o instruction was
stronger, with a greater emphasis on word recognition and decoding.

NAEP Reading Trends: 1984 to 1P86

The 1986 scores, as compared to the 1984, present a somewhat different
picture. The declines for ages 9 and 17 are greater (about one-half year
for 9-year-olds and one year for the 17-year-olds) than during any of the
earlier testing periods, which covered longer durations. Further, no
appreciable change was found in the scores for the 13-year-olds. (See
Tables II and III.)
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The position taken by most members of the Technical Review Panel is
that the magnitude of the 1986 decline over the 1984 scores is due mainly
to anomalies inadvertently introduced in the testing procedures. While it
is possible that methodological and proced,ral anomalies may account for
the greater magnitude of the 1986 declines, I propose that the trends in
the declines suggest that they may be real, particularly the decline in the
scores of the 9-year-olds. Indeed, the 1986 decline among the 9-year-olds
seems to continue the leveling trend begun in 1984. Similar to the
9- year -old: of 1984, the 1986 9-year-olds learned to read when the
beginning reading programs placed less emphasis on word recogn'-icn and
decoding and a greater emphasis on reading comprehension and higher
cognitive processes. Meyer, Hastings, and Linn (1958), for example, found
that the 1986 1st grade basal reading program of a major publisher provided
less instruction in phonica than in its 1978 edition. Similarly, Neill
(1987) found that the teacher's manuals of the 198 and 1985 1st grade
bas-1 readers devoted less space to teaching decoding and more to teaching
comprehension and multiple meaning of words than those published in the
1970s.

Further support for the "realness" of the 1986 decline is gaimd by
examining the score distributions for 1986 as compared to 1984. Beaton
(1987) notes that the 1986 distribution at age 9 shows a shift in scores,
with a larger proportion of students scoring at a very low level. This
would suggest that the instructional shift in the 1980s to a stronger
emphasis on comprehension for beginning readers was even less effective for
the lower than the average and higher achievers--thus confirming the
research of the past 70 years (Chall, 19i7 and 1983a).

That the 13-year-olds' scores in 1986 did not decline from those in
1984 is also consistent with the earlier NAEP trends--gains made by
9-year-olds tend to strengthen the scores of the same cohort at age 13.
Since the 13-year-olds were in the 1st and 2nd grades in the late 1970s,
which were characterized by a stronger emphasis on word recognition and
phonics, they were more prepared to benefit from the emphasis on reading
comprehension that they may have received when they were in the
intermediate and upper elementary grades. While the stable scores for the
13-year-olds tend to support the "realness" hypothesis, they do not seem to
support the anomaly hypothesis since no evidence has c-me forth that the
changes in procedures and methods of testing were different for the 13- as
compared to the 9- and 17-year-olds.

The 1-year drop, the highest in magnitude, for the 17-year-olds seems
to be the only one that does not fit the "realness" hypothesis. An
explanation based mainly on the beneficial effects of stronger beginnings
does not seem to hold. Since the 1986 17-year-olds cohort was in the
primary grades during the 1970s, as was the 1984 cohort, the expectation
would be for a gain as in 1984.

Were there other factors that might ha, contributed to the loss,
besides the changes in procedures? I propose, as a possibility, the
publication and wide influence of A Nation at Risk (1983) and the other
"reform reports," published around 1983 and 1984. Essentially, the reports
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concluded that high school students' achievement was inadequate for
information/technology age and that steps inns, be taken to improve
.--chievement through higher standards and curriculum requirements, more
difficult textbooks, and a greater emphasis on the higher mental
processes. The reports generally gave little attention to the achievement
of students vho were already having difficulty meeting the lower
standards. Some of the reports suggested remedial instruction for the
lowest achievers, but it is questionable if much was provided. (See Chall
& Davidson, 1984.)

It is reasonable to expect :hat the higher standards and increasing
difficulty of the curriculum wcold be of benefit more to students in the
upper rather than the lower heif in achievement. Since the lower half was
already struggling to meet the '_o=ver standards, raising standards might
have made it even more difficult for them to achieve, unless additional
help was provided. Thus, the calls for school reform that were meant to
help all to achieve better might have ironically contributed to declines in
the achievement of the lower achieving students.

That this might have occurred is suggested by the changes the
frequency distributions of the 1986 NAEP scores. The curve for 1986
17-year-olds is flatter than for 1984. While the 1986 distribution had
more high scorers than the 1984, it had an even greater number of low
scores (Beaton, 1987). Thus, the 1986 score decline among 17-year-olds may
be a phenomenon that occurred mainly among the lowest achievers. This is
reasonable when placed in the educational context of the rising standards
and expectations for high school students from 1983 on, with instruction
geared less and less to the needs of the low achievers. The reform reports
were noc alone in their focus on the "higher" cognitive processes for all
students. During the 1980s reading conferences and reading journals also
focused on reading comprehension and the higher thought processes in
reading. There was a decline in conference presentations and journal
article:, on early reading, as if this problem had been solved (Neil,
1988). NAEP, from its first reading assessment in 1971 to the present, has
placed first emphasis on comprehension strategies. Further, NAEP's testing
begins with age 9 and includes only various types of reading comprehension.
Thus, it is difficult even at this early age to sort out the "basic skills"
from the higher cognitive processes. The growing consensus among reading
specialists that more of the higher reading comprehension processes needs
to be assessed and taught may have added further to the mismatch of the
reading instruction for the low3r half of high school students, who may
still lack basic skills.

Hence the hypothesis f.or the 1986 score decline of the 17-year-olds is
similar to the hypothesis for the 1983 ,lecline among 9-year-olds--a
mismatch in instruction in light of studtnt needs. The hiLher curriculum
demands and expectations, without the needed remedial supports, were
probably less effective for the younger students and for the lower-
achieving older students.

Influences from out-of-school factors seem also to have been building
up to produce lower scores in 1986. There was a decline in the support of
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libraries (Center for Education Statistics, 1987), and an increase in the
time spent viewing TV, particularly among the poorer readers (NAEP, 1985).

There was also a question of the positive effects of "higher-level
think-111g" or "process" for writing as well as for reading. Applebee,
Langer, and Mull! (1987), in their analysis of the NAEP 1984 scores,
wrote: "...more attention to the process of reading and writing [was] less
clearly related to achievement Students who reported their teachers
emphasized process - oriented approaches...wrote no better than those who
reported little or no process instruction" (pp. 35-37). Similar trends
were found for reading instruction where "increased use of such teaching
approaches as having students answer their own questions about what they
read, take notes, and learn how to fin: the main idea of a paragraph were
inconsistently and sometimes negatively related to reading proficiency" (p.
37 )

The NAEP report on the 1986 scores, Who Reads Best?, gives further
evidence that the higher cognitive emphases, while perhaps more effective
for higher achieving students, may not be effective for younger and for
older, lower achieving students. Applebee, Langer, and Mullis (1988) note
that, when asked what "strategies students might adopt when they found that
something was difficult to read...," there was "a shift in strategies
between the lower and upper grades."

Among third grad- students, for whom reading is a newer skill, the
preferred strategy was to sound out the difficult parts (33 percent),
follow I closely by asking for help (22 percent). By grade 11,
students were more likely to rely on the meaning of the passage as a
whole to help them through the hard parts. (p. 30)

When the upper and lower quartiles were compared for each grade, fewer
differences were found at grade 3--"in both groups, sounding out words was
the most: popular strategy" (Applebee, Langer, & Mullis, 1988, p. 31). The
strategies of the,poorer readers we_e somewhat similar across the
grates- -with a slight increase in the proportion relying on rereading and
context and a slight decrease in sounding out words.

These observations, and many others throughout Who Reads Best?, tend to
give confirmation to a dev lopmental theory of reading that emphasizes
different aspects of reauing at different stages of reading development,
rather than to a single-stage theory that focuses, from the very start, on
viewing and teaching reading as a higher-level cognitive process.

Summary and Conclusions

I have attempted to present evidence on the "reality" of the NAEP 1986
reading score declines. While ;:ccepting the possibility that ,h-, magnitude
of the declines stems from the unanticipated consequences of the changes in
procedures and methods followed in administering the 1986 tests, I have
proposed that the reality of the declines cannot be overlooked, especially
when one rela es them to changes in reading instruction and to available
resources. When the NAEP reading scores for 1971, 1980, 1984 and 1986 are
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viewed in relation to each other and in relation to the reading programs
the various age groups were exposed to, one finds higher scored following
strong beginning reading programs and strong reading supports. Losses are
found when beginning reading is taught as a high-level cognitive process
from the start, to 1st and 2nd grade children and to older students still
on these beginning levels. There is also evidence that the better results
from stronger reading programs in the Frimary grades contribute to higher
scores among these cohorts when they are 13- and 17-year-olds. However,
later conditions in the school and community may have stronger effects.

Generally, the probability that the 1286 declines are real is supported
by the historical analysis of the trends in scorts and the trends in
instruction and resources. If the declines reflect the less effective
school practices, then "attention must be paid."

The persistence of the low levels of reading proficiency among the
17-year-olds in 1971, 1980, 1984 and 1986 is of great concern to all.
According to the NAEP proficiency scale of 1984, only 39 percent of
17-year-olds could read at an "adept level," a level permitting the reading
of high school textbooks. Further, less than 20 percent of the urban
disadvantaged and 16 percent of black students could do so. This mismatch
of reading abilities of the vast majority of high school students with the
difficulty of their required texts in school and with general adult
magazines like Time and Newsweek and a newspaper like the New York Times
helps explain why so many find high school too difficult, irleievnnt, or
"boring," and choose to drop out. Indeed, the sharpest decline in reading
achievement is among 17-year-olds, who are dropping out of school in
increasing numbers. Since the lowest achieving 17-year-olds have probably
left school before taking the NAEP in the 12th grade, the NAEP may already
be an overestimate of the reading of 17-year-olds in the U.S. The decline
in the NAEP score: for the 9-year-olds in 1986 is even more serious,
however, for it foretells lower scores at apps 13 and 17.

Another cause for concern with the 1986 NAEP reading scores is the
change in the frequency distributions for all three age groups,
particularly for ages 9 and 17. According to Beaton (1987, p. 36), the
1986 Essessment of reading produced more than twice as many 'low scorers'
[students below a Basic Level of proficiency, about a 3rd grade level] as
the 1984 assessment.

The declines in scores among the lower achievers, in 1986 as compared
to 1984, adds further confirmation to the probability that the reading
scores reflect, in part, the real achievement of the students, and that
these low scores are related to the less effective instructional emphases
and the decline in resources.

Whether the above essentially macroscopic analysis will be confirmed by
more detailed, microscopic analyses is yet to be determined. My hope is
that it will be taken seriously enough to be studied further. We are
beginning such a study, which includes estimating the changes in children's
reading textbooks, coordinated teacher's manuals, methods textbooks and
materials in classrooms.
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Although the probability of the "realness" of the 1986 NAEP scores may
strike some as pessimistic, it can, I believe, lead to constructive
outcomes. For essentially, the declines in the 1986 scores as well as the
rise and fall of NAEP reading scores from 1971 to 1984 seem to show that
what teachers teach and textbooks "cover," what families provide anc
communities enhance, do make a difference--and these difference are
reflected in scores on the NAEP, 2nd they can be changed for the better.
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The NAEP/ETS Report on the 1986 Reading Data Anomaly:
A Technical Critique

Larry V. Hedges
University of Chicago

The NAEP/ETS report on the 1985-1186 reading, anomaly by Beaton et al.
does a very credible job of proposing hypotheses about the causes of the
anomaly and exploring the evidence that these causes might have produced
the anomaly. This paper is a technical critique of that report. I will
not attempt to recapitulat'. all of the arguments given in the NAEP/ETS
report, but instead will focus or the overall logic of thn report, the
technical adequacy of procedures used, the link between the technical
findings and the conclusions, and avenues that NAEP staff were unable to
pursue because of a lack of currently available data.

Nature of the Reading Anomaly

The results of the 1986 reading assessment are regarded as anomalous
because the estimated readicg proficiency scores at ages 9 and 17 are
lower than those estimated by the 1984 report (while reading proficiency
scores of 13-year-olds are slightly higher in 1986 than in 1984). Beaton
et al. note that " to apparent declines in reading proficiency at age 9
and especially at age 17 are so large during the 2-year period that we
doubt that actual changes of this magnitude would hLve been unnoticed by
observers of American education" (page 1). The declines in scaled scores
at ages 9 and 17 are about 3 percent of the 1984 values. Given that the
standard error of these scaled score estimates is less than 1.1, these
shifts are hi;hly statistically significant. If they reflect population
values, these declines would represent an enormous Orlift in such a short
period of time. The shift in scaled scores is mirrored by a decline of
about 3.6 percent for 9-year-olds and 3.3 percen:- for 17-year-olds in
overall percent correct on reading itemG and a similar decline in percent
correct for embedded sets of reading trend items used in both the 1984 and
1986 assessments.

Changes in variability and distribution shape

Although the Beaton et al. report primarily addresses the decline in
mean; between 1984 and 1986, the change in dispersion is at least as
striking. The standard deviation of -.lading proficiency scores for 9- and
33-year-olds increased by about 10 percent between 1984 and 1986, and the
standard deviation of reading proficiency scores for 17-year-olds
increased by 25 percent during this period. The change in distribution
shape appears to be more complex than a simple change in variance. The
upper tails of the score distributions for 1984 and 1986 are quite
similar, but the lower tails of the score distributions are heavier in
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1986 than in 19E4. This sugges4s a shift of score mass fro near the

median of the distribution to ti' lower tail. If these changes reflect a

shift in population values the would also have enormous educational
significance. Consequently, both the shift in mein and in distribution
shape appear to be anomalous and an adequate explanation for the anomaly
must address both of these shifts. In particular, the explanation must
involve effects that interact with level of attainment since the anomaly
has apparently led to a change in distribution shape.

General Criticisms of the Report

I have four general criticisms of the assumptions that were made in
both the choosing and interpreting analyses of the anomaly in the report
by Beaton et al. The first assumption, as stated before, was that the
anomalous means were of primary interest. This led to an almost exclusive
focus on the decline in means, and changes in the shape of the
distribution were largely ignored. Although the sampling design makes
analyses of dispersion somewhat more difficult than analyses based on
means, such analyses are crucial to a complete understanding of the
anomaly. The recognition of requirement that a complete explanation for
the anomaly must include effects that interact with level of attainment
might have stimulated alternative explanations or helped to rule out
othern

The second assumption underlying the Beaton et al. report is that Cle
anomaly is the result of a single, effect. Each of the potential
explanations for the anomaly was examined in turn to see whetner it alone
could produce an effect large enough to account for the anomaly. If the

probable effect was not large enough to completely account for the
anomal , the explana*:.n was dismissed. This seems particularly dangerous
because several of she potential explanations can account for substantial
fractions of the observed change in means. That is, each could
potentially produce a change in mean scores that would be considered large
in an absolute sense, albeit not as large as the anomaly. For example,

the effect of a shift in modal grade of respondents in the 9-year-old
sample is est4nated as producing an effect that could be as large as 50
percent of the observed anomaly. Surely this effect is worth noting
because of its absolute magnitude and because it could well be a major
contributor to the anomaly at the 9-year-old level. Given the many

changes in the design, implementatioi., and analysis of the NAEP between
1984 and 1986, it may be unrealistic to expect the anomaly to be the
result of any single effect. It seems more likely that the anomaly may be

the result of several causes.

The third assumption is that the best measure of the size of the
anomaly is the comparison between the results in 1984 and those in 1986.
The assertion is that 1986 results are anomalous because they differ from
1984 results by more than would be expected based on trends from previous
NAEP assessments or based on contemporary trends in other reading
achievement data. The possibility remains that the 1986 reading changes

were made in the 1984 assessment. Anomalous results during the 1984
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assessment that were not previously detected could have contributed to the
so-called 1936 reading anomaly. For example, the 17-year-old reading
scores in 1984 were higher than expected. If the 1984 results were simply
extrapolated from the 1971-1980 linear trend, more than 25 percent of the
1986 anomaly would disappear.

The Beaton et al. report considered the possibility that the 1984
results were themselves anomalous, but rejected it because anomalous
results in 1984 could not by themselves hove explained the apparent 1984
to 1986 reading anomaly. It seems unwise to reject a priori the
possibility that anomalies in 1984 reading score: contributed to the 1986
reading anomaly, particularly at age 17.

The fourth assumption was unstated but might be regarded as implied by
the use of 95 percent confidence intervals fcr NAEP assessment results in
Figure 2.1 of the Beaton et al. report. The use of cross-sectional
standard errors suggests (aL least to less sophisticated readers) that a
reasonable measure of the expecteC stochastic variation between years
(i.e., the standard error of the difference between mean values at
different assessments) is

sE2 SE1986
1984 1986

or about 1.4 SE1986 if we assume that standard errors for both years are

about equal. This is a potentially misleading assumption because there
are many components of between (1984 and 1986) assessment variance that
are lot contained in cross-sectional standard deviations. In fact, the
Beaton et al. report identifies several chang s in the respondents or in
the assessment instrument that appear t' be associated with effects that
are larger than one cross-sectional standard error.

Hypotheses about Reasons for the Score Decline

The report by Beaton et al. considered seven general classes of
potential explanations for the score decline: shifts in population,
unrepresentativeness of sample, changes in the measuring instrument,
changes in administrative procedures, failures of quality control,
artifacts of s. ding, effects of a subset of items or of item response
patter' and artifacts of booklets and blocks. They also considere, two
miscell eous hypotheses concerning the effects of external events and the
possibility that 1984 scores were unusually high. The examination of each
of the hypotheses was designed to reveal if that hypothesis could by
itself explain the decline in mean score between 1984 and 1986.

Population and Sample Hypotheses

The hypotheses that populations have shifted or that the samples are
non-representative are among the most obvious explanations for the
anomaly, and they were investigated thoroughly. There seems little to
believe that the anomaly was caused by errors in weighting procedures.
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Similarly, the fact that dec!ims in percent correct occurred in virtually
all demographic sub-groups provides convincing evidence that the anomaly
was not primarily a result of a purely demographic shift in population
sizes or response patterns. There were, however, hypotheses related to
population and sample that appear to explain some portion of tb- anomaly.
These are discussed individually below:

Date of the Data Collection. The 9- and 17-year-old samples were
assessed earlier in 1986 than in 1984 and the 13-year-old sample was
assessed later in 1986 than in 1984. The average difference between 1986
and 1984 in date of assessment corresponded to -22 days for 9-year-olds,
+4 days for 13-year-olds, and -18 days for -7-year-olds. It is
interesting to notc that these differences in date of assessment correlate
.996 with the difference in percent correct (-3.6, +.8, and -3.3
respectively) on the reading trend items for these three age groups.
Beaton et al. conclude that these relatively small differences in date of
testing have only a small effect on attainment ("at most one scale score
point," page 33). However, the logic of their argument is at least
debatable. First, their analysis is based on the idea that attainment is
a function of age, not time in school. They obtained their estimate of
effect by linear interpolation of 1984 NAEP results by regressing scale
score on age. It is perhaps more reasonable to argue that growth in
attainment is better modeled as a function of time in school and that the
function is not linear. For example, there is some empirical evidence
that attainment actually declines over the summer when students are out of
school, and there is certainly anecdotal evidence that little increase in
attainment occurs during the first and last few weeks of school and during
the week just before winter and spring vacations. This suggests that not
all school days are equal. Moreover, the particular school days that were
experienced by the 1984 sample but not by the 1986 sample were likely 1-o
be among the most productive in raising attainment. Thus linear
interpolation over the entire year substantially underestimated the effect
of difference in date of testing--perhaps by 100 percent but probably by
less than 200 percent. It seems unlikely that time of testing alone could
account for the anomaly, but it might very well account for 2.0 to 2.5
scale score poi-r*.s.

Anothe: possible effect of time of testing is noteworthy. If, as

seems reasonable, the function relating time in school and attainment is
different at different levels of attainment, the difference in date of
testing could very well lead to a greater number of loner scoring 9- and
17-year-olds in 1986 than in 1984. For example, if students with low
attainment actually grew at a relatively faster rate in rebruary and early
March, then the fact that the 9- and 17-year-olds in 1986 assessment did
not have this time in school would have differentially increased the
number of low scorers. Although the NAEP program cannot directly provide
information about rates of growth in attainment, such information from any
source would be useful to help understand the effects of assessment
schedules on expected scores and on diversity.

Attributes of low scoring students. The analyses that investigated
attributes of low scoring students provided rather convincing evidence
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that the score decline for 17-year-olds was not restricted to one or a few
demographic groups. The analysis designed to determine if a few schools
are implicated in the score decline for 17-ye4r-olds does not suggest any
obvious pattern of concentration. It involves an examination of the
frequency distributions of 1984 and of 1986 school level scores on the
sample group of items. It is interesting to note, however, that the only
intact set of items used to search for school effects (apparently the only
set of items contained within the same block in both years) were contained
in block R4. This is the same block that was identified subsequently as
producing somewhat different percent correct (up to 5 percent different)
depending on the position of block R4 within the booklet. The
implications of the susceptibility of this booklet to context (within
booklet) effects substantially limits the school effects study or vice
versa.

The study of school effects was also limited in that it did not
address the issue of within-school variation in scores. Variations across
schools in administrative procedures could have resulted in different
within-school variance components. A more thorough analysis of variance
components would have been useful in understanding the contribution of
variations in administrative procedures to the anomaly.

Measuring Instrument Hypotheses

Although the changes suggested by the reading anomaly would be very large
if there were population changes, they do not reflect particularly large
changes in the individual level performance. For example, the change of
3.3 in percent correct for the 39 reading trend items at the 17-year-old
level corresponds to each student answering approximately 1.25 fewer items
correct in 1986 than in 1984, and the change of 3.6 in percent correct for
the 30 reading trend items at the 9-year-old level corresponds to only
1.08 items. Such small effects might plausibly be the result of the
several changes in format and administration of the assessment instrument.
Unfortunately, very little empirical evidence is presented to help assess
the magnitude of the effects of such changes on assessment results. In

the absence of such information one can only speculate, as I have done
below. (Note here I would like to add something from studies of similar
effects.)

Booklet Format and Scorinz. Two changes in booklet format and scoring
seem particularly suspicious. The 1986 assessment used "fill in the oval"
format for responses and machine scoring, while the 1984 assessment used
"circle the letter" format and key entry of responsec' Since the new
response format and scoring method are in some ways more demanding and
less forgiving of errors in procedure, it seems plausible that these
changes might lead to a smaller proportion of responses coded as correct.
This may explain part or all of the score decline in the 9- and 17-year-
old samples. It does not seem reasonable that such effects might be more
pronounced among students with low attainment, which might help to explain
the larger number of low-scoring students in 1986. Although differences
in booklet format and scoring are likely to be contributors to the
anomaly, it is puzzling that no large differences appear at age 13, where
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the same f-auat and scoring ;'ire use There is some indication, however
(see Table 1), that positive affects of otL.r artifacts (e.g., chan.ng
patterns of nonresponse and scaling) could be masking a negative of act of
format and scoring The experiments embedded in the 1938 assessment
designed to investigate format and scoring will provide estimates of these
effects.

Administrative Change Hypothesis

Administrative changes between 1984 and 1986 might alio have been
responsible for part of 1-,1 anomaly, but there is no empirical evidence
about the mavitude of the effects that might have resulted from
administrative changes. Moreover, although some of the changes apply only
to 17-year-olds, none apply only to 9- and 17-year-olds and, therefore,
none would explain why the scores of 9-year-olds decreased but those of
13-year-old-: did not. Thee appears, however, to be several other
possible explanations for the anomaly at age 9 (see Ta13' 1). The
increase from 20 to 35 of the average number of indil .s assessed in
each session may have contributed to the anomaly for ... 17-year-olds.
Similarly, the introduction to the 17-year-old students of up to 5
teachers during the assessment session may have cortributed to the
decline. Either of these effects might plausibly had a greater effect on
'.ow-scoring stude-*-, but 0!ere is no clear evidence to this effect.

Ouality Control Hypotheses

The anomaly corresponds to only a few percent and consequently even a
source with a small rate of e:rors could contribute a substantial
proportion of the total anomal;. The stucres of quality control suggest
that the data entry process ,as very accurate. The estimated error rate
would contribute very little to the anomaly. However, a large sample is
necessary to convincingly search for small effects. It is possible
(although it seems unlikely) that there are clusters of booklets u A

higher error rates than those uncovered in the studies of quality
control. For example, among the 2.3 percent of the damaged or irregular
student booklets that were keyed by hand it night have bean desirable to
select a sample of booklets stratified by keypuncher (rather ti-an a ,imple
random sample) to assure that there were not important differenc:,s across
keypunchers in accuracy.

Scaling Hypotheses

Because NAEP uses a complex scaling procedure, ele possibility that
the anomaly was an artifact of scaling prc,:edures was investigated. The
sealing hypothesis is partially disconfirmed by the raw data (percent
correct) on the sets of reading trend items that were identical in both
the 1984 and the 1986 assessments. The fact that there was a decline in
percent correct both overall and for reading trend items in the 9- and
17-year-old samples that roughly corresponds to that of scale scores
sugpsts that scaling alone cannot explain the anomaly. Usins an
approximate group itivel IRT model (Mislevy, 1983) and makinb certain
simplifying assumptions, Beaton et al. estimated from the mean percent of
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correct responses the change in scaled score between 1984 and 1986. In
each the estimated changes were smaller in absolute magnitude thal the
changes computed using the usual scaling method, but in no case was the
difference between the two scaling methods greater thin 2 scale score
points. This analysis confirms that the anomaly is not an artifact of the
scaling process, although the scaling process may have tended to magnify a
rea; difference in raw scores.

Item Level Hypotheses

The NAEP data collection recognizes five different types of responses
.or each item: correct answers, incorrect answers, "I don't know" (IDK),
omits (when a student responds to an item later in the block), and not
reached. Because IDK and omit responses are treated differently in
scaling than in computing percent correct for each item, changing patterns
of these nonrespnnses over time can have effects on the scores estimated
in the assessment. This is because changing response patterns (or
nonresponse patterns) actually imply changes in the populatitn providing
data for the scoring pi.ocess. Consequently, changes in patterns of
responses could lead to both artificial changes in mean assessment scores
and to -hanges in distribution shape.

The Beaton et al. analysis of the nonresponse patterns in 1984 and n
1986 suggests that changing patterns of nonresponse could be responsiblt
for a part of the anomaly. Using Mislevy's group level IRT approximation,
if the 17-year-olds in 1986 had exhibited the same pattern of nonresponse
as those in 1984, the difference would hF.v oeen reduced by about 20
percent or 2 scale points. Similar calculations for the 9-year-olds
suggest that changing patterns of nenresponsc. could account for about 33
percent of the decline (about 2 scale score points). Calculations for the
13-year-olds suggest that changing patterns of nonresponse could actually
account for an increase of about 1.5 scale points in 1986.

Booklet and Block HYPothesis

In 1934, each UAEP assessment booklet containing reading items
consisted of one of three blocks of reading items and one to three blocks
of writing items to )Leld a total of three blocks per booklet. In 19'6,
each NAEP assessment booklet was also divided into three blocks of ms.

Each block consisted of items in the same content area, but the
non-reading blocks incl,ied items in the content areas of mathematics,
science, computer competence, history, and literature. Thus one
difference between the 1984 lnd 1986 assessments is the grouping in 1986
^f reading and non-reading iLems into the same booklets. The analyses
uesigned to examine booklet and block effects were not very exhaustive.
An analysis of percet correct as a function of block position within
booklet and subject matter of items preceding the reading items suggests
that c'ne r ading block (R4) is particularly susceptible to position
effects, the lowest parer. ,t correct when it was preceded by two
non-leading blocks. The F)tential effect of this block was examined by
recomputing 1986 scores by eliminating individuals who received n.,sessment
booklets there reading block X4 was preceded by two non-reading ',1ock.3.

81



This eliminated only about 9 percent of the decline in overall average
percent correct.

The analyses conducted do not convincingly rule out the possibility
that combining blocks of reading items in the same booklet with blocks of
items from other subject matters contributed to the anomaly, however. An
examination of Table 11-2 in Beaton et al. suggests that reading scores
are typically lower when a reading block follows another content area than
when a reading block follows another reading block. The difference
between percent correct when reading follows reading (as opposed to
another content area) is one crude estimate of the effect of grouping
reading with other subject matters. A crude analysis combining these
effects across blocks and weighting reading block R4 as much as all other
reading blocks combil.e4 (because it was used as often as all other reading
blocks combined) suggests that the effect of combining reading with other
subject matters could be as large as 1.5 percentage points - nearly half
the size of the anomaly.

Combining Effects of Potential Explanations for the Anomaly

The Beaton et al. :eport concluded that they had failed to explain the
anomaly because no single source seemed likely to produc effects as large
as the anomaly. However, as Table 1 illustrates, severe., sourcei produced
effects that were estimated to be substantial fractions of the observed
anomaly. Some of these effects are two to three cross-sectional standard
errors. If their effects are approximately additive, several of these
sources cou'.d jointly explain most or all of the anomaly. For example,
shift it the proportion of modal grade respondents and changing pattern of
nonresponse could together account for 83 percent of the anomaly at age
9. The effects of date of assessment could account for the rest. At: age

17 the effects of date of assessment, changing patterns of nonresponse,
and scaling effects could account for nearly 60 percent of the anomaly if
effects were additive. The effect of mixing reading blocks with other
subject matters might be as large as 50 percent of 1-e anomaly if the
crude analyses outlined in the previous secticn are correct. It is easy
to imagine that the effects of change!, in booklet format and scoring and
administrative changes are of the same magnitude as some of the otLer
effects in Table 1. If so, these sources could together produce effects
as large as those observed as the anomaly.
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Table 1

Estimated Effects on 1986 Scaled Scores of Sources Likely to Produce
Largest Contributions to the Anomaly

Source

Age 9 Age 13 Age 17

Points
Percent of
anomaly Points Points

Pf-rcent of

anomaly

Date of assessment ..1 -17 + -1 -9
- linear trend

(Date of assessment (-2) (-33) (+) (-2) (-19)
- S-shaped trend)

Shift in modal grade -3 -50 +1 +9

Scaling -.2 - 3 +1.5 -2 -19

Changing pattern of
nonresponse

-2 -33 +1 5 -2 -19

Reading bloc). ef.fects ? ? ? -1 9

(Mixing reading with
non-reading, non-
writing content)

7 ? ? (-5?) (50)

Booklet format and
scoring

Administrative changes

Note: Values reflect the amount by which 1986 scores were changed due to
a sourcl. Thus negative values reflect amounts by which tho source
accounts for the anomaly at ages 9 and 17.

Note also that the effec'l of several sources at grade 9 suggest that
1986 scores could be underestimated by over 3 scale score points. This
suggests the por4bility that the 1986 results for 13-year-olds are unchanged
from 1984 because the positive effects of artifacts such as changing patterns
of nonresponse were cancelled by the negative effects sf other artifacts such
as booklet format and scoring. Obviously this is speculative, and firm
conclusions must await the results of the experiments embedded in the 1988
assessment.
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ReadinE Trend Data from the
National Assessment of Educational Progress:

An Evaluation

Janet Baldwin
American Council on Education

In evaluating trend data fron the !ational Assessment of Educational
Progress (NAEP), an important criterion for judging the accuracy of score
interpretation over time is that the scores from each assessment have
consistent meaning from one test administration to the next. The purpose
of this paper is to eYamine the accuracy of NAEP reading trend data by 1)
describing trends in the reading skill performance of 17 -yea: -old high
schoT1 students as measured by the NAEP in 1971, 1975, 1980, 1984, and
1986 ; 2) evaluating the consistency of test content over time; and 3)
examining the influence of changes in test ,:ontent and in test development
and administration procedures on the accuracy of NAEP trend data. Finally,
recommendations are made for improving the accuracy of trend data from the
NAEP.

Trends in Reading Skills Measured by NAEP

The NAEP was designed to furnish information regarding the educational
achievements of students to all those interested in American education,
"indicating both the progress we are making and the problems we face"
(NAEP, 1970; p.1). According to NAEP's 1970 Reading Objectives, the
purpose of the assessment is to provide helpful information about the
progress of education that is understandable to laymen as well as
prcfes ional educators. To accomplish this purpose, "some new procedures
were followed in constructing the assessr.=!nt instruments that are not
commonly employed in test building" (NAEP, 197C; p.2). One of these new
proceduree, a consensus approach to the development of content objectives,
apparently permitted change to be made in the aims of each assessment as
well as in the proce -lures applied.

Most national testing programs have in place procedures for assuring
comparability over time in test meaning and score interpretation. The most
direct way that scores on a test may be made comparable over time is by
administt-ring the same test it the ame way to samples of examinees drawn
from the same population. When this is not feasible or desi.:abl., scores
from different tests may be equated to achieve comparability, or
comparability may be built into the test through field testing and
evaluation of items, tests, end procedures aid through consistent test
construction and adm.inistration practices. Until recently, NAEP
assessments do not appear to have followed these approaches for ars,tring
comparability over time.
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In 1984, the method of reporting trend data from the NAEP -as changed
from the proportion of studerts answering each item correctly, or percent
correct scores, to estimated true scores on a proficiency scale based on a
hypothetical reading proficiency test (Beaton, A.E., 1987a; NAEP, 1985).
Although the 1984 NAP reading test was equated with all previous NAEP
reading assessments, the results are no longer reported in terms of
specific reading exercises, content, or objectives, as in the past, but
rather are reported in terms of average reading proficiency scores. That
is, the reading achievement measured in the NAEP assessment is no longer
dependent on, or linked to, specific exercises but rather "reflects a
proficiency in comprehending or constructing meaning from a broad range of
prose materials" (NAEP, 1987, p. 23). Because the content objectives on
which the proficiency scores were based appear to have changed between 1984
and 1986 (in the substitution of new content categories and by excluding
reference skills in 1986), the comparability between assessments
administered through 1936 does not appear to have been maintained.

Content of NAEP

The NAEP retorts students' aggregate achievement relative to a
criterion or level of competence in specified content areas. In the first
three NAEP assessments of reading, the criterion was described in terms of
average performance on a set of common items averaged over reading content
categories, such as literal comprehension, inferential comprehension, and
reference skills (NAEP, 1976, 1981). The same criterion was applied in the
comparison between the third and fourth assessments, although a different
set of common items was used (NAEP, 1985). In comparing the fourth and
fifth NAEP reading assessments, the criterion was described in terms of
rudimentary, basic, intermediate, adept, and advanced levels of reading
achievement relative to the reading proficiency scale (Beaton, 1987a,
1987b; NAEP, 1985).

As is evident from information presented in recent NAEP reports
(Applebee, Langer, & Mullis, 1987; Beaten, 1987a; Beaton, 198Th) and in the
NAEP Reading Objectives publications (1970, 1974, 1980, 1984, and 1987),
the relationship between reported scores and the domain of content
objectives appears to have changed over assessments. Therefore, in order
to evaluate the trends in what was commonly measured in each assessment,
the performance of 17-year-olds on common sets of items administered ino the
1971, 1975, 1980, 1984, and 1986 assessments -aas examined.

Content Comparability

The content meaning of NAEP trend results becomes more clear when
student performance on common items is examined by content categories over
time. Because the content categories used for the 1971, 1975, 1980, and
1984 assessments included Literal Comprehension (LC), Inferential
Comprehension (IC), and Reference Skills (RS), these categories were used
here to evaluate the content comparability of NAEP over assessments.

NAEP trend data are presented in Table 1 as mean percent correct scores
(percentage of students who ans::er the item correctly) for three content



categories ?f reading items administered 1.3 multiple assessments under
under Paced and Balanced Incomplete Block (BIB) conditions (Beaton,
1987a, 1987b). Under the circumstances of questionable comparability over
time, this approach has the advantage of presenting achievement information
in a form which is closer to the level of raw data than, say, proficiency
scale scores, and provides a point of reference for examlaing changes in
achievement based on content categories which are familiar to most test
users. There are limitations in this approach, however. The Eeported
level of performance has meaning only in terms of the particular items
included in the comparison and some comparisons include relatively few
items. Moreover, the common items may not be representative of the broad
range of reading content objectives covered by the complete assessment at
each time.

Trend comparisons based on common items. For the first three
comparisons (1971 - 1975, 1975 1980, and 1980 - 1984), trend items were
administered under Paced conditions. The 1984 - 1986 comparison was made
under BIB procedures. Because only four items from the first four
assessments were included in the 1986 NAEP, these items will not be
compared across all five assessments.

For 17-year-olds, a common set of 71 reading exercises administered in
each of the assessments for 1971, .975, and 1980 was used to report trends
in reading achievement. Of these original 71 trend items, only 19 were
administered in 1984. Therefore, 71 exercises are common to the first
three assessments and 19 are common to the first four assessments. For the
1980-1984 comparison, in addition to the 19 items common to the earlier
assessments, 34 new items were included, bringing the total of common items
in that comparison to 53. The comparison between items administered under
1984 Paced conditions and 1984 BIB conditions is based on 17 common items
which also were common to the 19C0 assessment. The 1984-1986 (BIB)
comparison is based on these same 17 common items. Therefore, 17 items are
common to the 1980 (Paced), 1984 (Paced), 1984 (BIB), and 1986 (BIB)
assessments.

Th4 results from analyses based on items common to two, three, or four
assessments are presented in Table 1, below. It is important to note that
the relevant information here is not the magnitude of the mean percent
correct scores, as this varies depending on the difficulty of the items
included in the analysis, but rather the relative changes in mean percent
correct from one year to the next. For a given set of common items, the
table should be read by rows across years.

As shown in Tab' 1, trends in reading achievement are based on
different: seta of common items for LC, IC, RS, and Other. The 19 common
items a&..:aistered in 1971, 1975, 1980, and 1984 indicate a steady increase
in total reading achievement for 17-year-olds during this period, from 69.2
to 69.9. However, the trends in LC and IC, based on 13 and 6 items
respectively, suggest the increase in this total score performance through
1980 nay have been due to improvements in LC, as performance on IC items
during this time declined. From 1980 to 1984. however, performance on IC
increased while performance on LC leveled. Although generalizations based
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on so few items may not be reliable, these results do illustrate that
trends in component scores (i.e., LC and IC) provide different kinds of
information from trends in total scores. Because items measuring reference
skills were omitted from NAEP trend comparisons in 1986, additional trend
comparisons over multiple assessments are given in Table 1 based on common
items which e,.clude items measuring reference skills. For this reason,
totals in the table are based on different sets of common items, some
including only LC and IC, and others including RS and Other. Althougl-
totals based on LC and IC items only indicate a steady, though sligh'Af
increasing, trend from 1971 to 1984, totals from 1984 to 1986 declined by
nearly 4 percentage points, from 67.7 to 63.8. NAEP's reported reading
scores for 17-year-olds in 1980 and 1984, which indicated an increase in
average p-values f. 73.4 tc 74.5 (NAEP, 1985), are based on items
categorized as LC, IC, RS, and Other. When trend comparisons for 1980 and
1984 are examined by separate content areas, however, it becomes apparent
that the reported increase in reading performant in 1984 is due primarily
to the considerable improvement in performance on the RS and Other item:..
The average p-values for each of these twt, content categories increased by
about 3 percentage points from 1980 to 1984.

The comparison between the Paced and BIB conditions in 1984 indicates
that rie introduction of BIB procedures depressed the p-values of the 17
common items by about 2.5 percent and the effect was relatively consistent
across cchitent categories. The comparison between BIB 1984 and BIB 1986
shows marked declines in performance on the common items with the greatest
impact on the literal comp,- hension category, which decreased from 70.6 to
55.2, and on the three items included in the category labeled Other, which
decreased from 79.8 to 73.6.

Table 2 presents the proportion of items in the content categories LC,
IC, RS, and Other for assessments administered in 1971, 1975, 1980, and
1984 and 1985. In comparing the content coverage represented by adjacent
NAEP assessments, it is notable that the 1971, 1975, and 1980 assessments
were basr4 on the same number and proportions of items in each content
area. For the 1980-1984 comparison, the number and proportion of common
items in each content area differed from those in previous comparisons.
Although the content categories themselves changed completely in 3986, the
1986 proportions presented in Table 2, for the purpose of comparison, are
based on he LC, IC, and Other categories for the 17 items common to the
1984 and 1986 assessments.

As shown in Table 2, of the 71 items common for the 17-year-olds
assessed in 1971, 1975 and 1980, .49 measured LC, .35 measured IC, and .15
measured P.S. Of tne 53 common items from 1980 and 1984 assessments, .38
measured LC, .23 measured IC, and .34 measured RS. The category ether
"omprised .06 of the total. the dmhling of Lae proportion of RS items and
the corresponding decrease in proportions of LC and IC from 1980 to 1984
seriously distort the comparability of the total scores produced in those
assessments. Of the 17 common items from 1984 to 1986, ,41 measured LC,
.41 measured :C, and .18 measured Other, reflecting yet another shift in
emphasis among the content categories. In 1986, the item classifications
were changed from LC, IC, and RS to categories labeled Deriving Information

88



(DI), Integrating r-d Applying Information (IAI), and Evaluating and
Reacting (ER). Items previously labeled RS were omitted from 1986 trend
analyses and some trend items previously labeled LC and IC became either DI
or IAI. The items previously labeled Other became either ER or IAI (NAEP,
1988). While the new content classifications may very well represent
improvements, their comparability with previous classificatinns appears to
be lost.

Confounding Influences on Comparability of NAEP Trend Data. The 1984
and 1986 assessments not only introduced changes in scaling and reporting,
but also in booklet construction and test administration procedures.
Moreover, the procedures and materials used in 1986 were considerably more
complex than those used in 1984, especially for 17- year -olds.

For the 9-year-olds, the 13-year-olds, and the 17- year -olds, NAEP
booklet content was more diverse (including assessments of mathematics,
science, and computer applications) and administrative procedures were more
varied (combining in the same testing session both tape-recorded and
student-read instructions). For 17-year-olds in 1986, the Teacher
Questionnaire administrative procedures prior to the administration of the
NAEP exercises were far more complex and potentially more distracting to
students than in 1984. In addition, the number of students per testing
session increased by 75 percent in 1986 and for a substantial portion of
the 17-year-olds, the 1986 administration included an asses: dent of
literature and history. Because such changes can influence student
performance and item difficulty, the comparability of the proficiency scale
scores based on even the same items administered uncler such differing
procedures may be questionable.

Evidence of possible context effects on items due to booklet content is
provided in Table 11-2 of the 1987 Technical Report (Beaton, 1987b). This
table presents the average percent correct for the 1986 reading blocks
administered to 17-year-olds when the items were in positions 1, 2, or 3,
following blocks of reading or other content. The average percent correct
for reeding block R4 when located in the first position in the booklet,
72.1, declines by 2.5 percent when located following one block of other
content. It declines by 4.8 percent when located following two blocks of
other content. Oddly, an unusually large proportion of the sample (33
percent) vas administered booklets with reading block R4 in positions 2 and
3, following one or two blocks of other content. The n cure of the decline
in performance of 17-year-olds on ten of the items in reading block R4 is
especially notable when the frequency distributions of these items in the
1984 and 1986 administrations (Figure 5-1; Beaton, 1987b) are compared to
the distributions of total reading proficiency scores for 17-year-olds in
those years. The shapes of these distributions are quite similar.

Conclusions

During the past two decades, many changes have been made in the test
content and iu the test de'telopment, administration, and scoring procedures
for the NAEP. Not only has each NAEP been designed to reflect educational
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practices currently in vogue, but the set of exercises used to provide
trend information have varied over the years. These changes in procedures
and in test content confound the meaning and interpretability of the NAEF
trend data.

In general, the portion of the assessment on which trend data are based
must b, shown to mt.asure the same content objectives in all relevant
subpopulatims over time, be admiaistered using the same procedures, and
interpreted in reference to a clearly defined domain of content or
behaviors. Future plans for NAEP assessments should address the reed for
consistency in assessment and content objectives, booklet content, and test
development and administration procedures in order to ensure comparability
in trend data over time.

Recomr ations

The following recommendations suggE says to improve the consistency
in the meaning and interpretability of M1_2 scores over time.

a. Identify a central core of important instructional ohlectives for
the Nation on which trends in reading achievement will be reported.
Although a consensus approach for defining objectives has been followed for
each assessment in the past, little attention appears to have been paid to
the continuity of consensus over time. The core components of the domain
should be those widely and commonly judged to represent the most important
and pervasive skills, knowledge, and developed abilities on which
information is required over time. The criteria fo7 selecting objecti es
within each component of the domain sho.,.1d include their stability and
usefulness over time. When these objectives arc selected, they should
remain const-.nt over time.

b. Define the domain of performance. or behavior, of practical
importance to hich inferences from test scores will be made. Although the
description of the reading proficiency scale addresses this issue, the
scale reduces a complex set of skills to a single score and the usefulness
of this approach to practitioners and to policy makers is yet to be
demonstrated, A well-defined domain of reading behaviors should guide the
development of items used in the assessment. The NAEP exercises currently
available were developed over the years to measure various objectives, none
of which, until recently, included th assessment of reading proficiency as
defined by the current scale. The definition of this domain should be
further refined and the definition should remain stable over time.

c. Specify systematic methods by which exercises will be developed.
These methods should be designed to produce exercises which, within each
component of the domain, art interchangeable. In this way, exercises may be
selected from a pool of comparable exercises within each component of the
dcmain and comparable test form of known difficulty may be constructed.
Such methods also will ensure that future exerclses written by different
writers will be functilmally equivalent to those used on previous forms.
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d. Develop a set of test specifications far the portion of the
usgsszenonilachasedtb . These specification- should
indicate the relative emphasis to be given to each component of the
domain. For the trend portion of .the assessment, _these emphases should
remain constant over time Exercises measuring various content areas and
level of cognitive operations should be represented in proportion to their
relative importance. By maintaining the same emphasis iTt content and
cognitive processes in each assessment, stability of the assessment
instruments and assessment results will be increased.

e. Yield test all item formats used in the NAEP for each ante group to
determine if the format is feasible for the intended examinee group. Some
formats appropriate for 13-year-olds, for example, may not measure skills
in the same way for 9- and 17-year-olds, and vice versa. Because there is
considerable variability in the length of reading passages (from 30 to 2000
words), the appropriateness of passages of varying lengths should also ba
tested for different age groups. NAEP exercises should be evaluated for
statistical and substantive adequacy prior to inclusion in operational
forms of the assessment. The test developer should specify the procedures
followed and criteria applied in such evaluation:.. WIvri new Items are
needed for trend purposes, they should be selected on the basis of their
functiunal and statistical equivalence to those items they are replacing.
Evaluation strategies should include item analysis procedures which are
appropriate for criterion-referenced or objectives-referenced assessment
purposes.

1For convenience, the 1970-71, 1974-75, 1979-80, 1983-84, and 1985-86
assessments are identified as 1971, 1975, 1980, 1984, and 1986
respectively.

2
Paced administration provided tape-recorded instructions to students and

progress through the assessment is paced by audio-tape. The same package
of exercises is administere4 to all students within 9 session (Beaton,
Johnson, and Ferris, 1987).

3
Balanced Incomplete Block (BIB) administration is a complex variant of

multiple matrix sampling which divided up the total assessment time into
small blocks. Students in an assessment session are given different
booklets containing different blacks of exercises. Students have a
specific block of time within which to complete a booklet (Beaton, Johnson,
and Ferris, 1987).
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Table 1. National Mean Percent Correct for 17-Year-Olds
in Five Reading Assessments Based on

Different Sets of Common Items

Paced BIB

Content N(. of 1971 197c 1980 1984 1984 1986

Area Items

Literal 35 72.2 72.7 72.0
Comprehension (LC) 13 71.3 72.5 72.9 73.0

20 76.2 75.5

7 73.6 73.2 70.6 65.2

Inferential 25 64.2 63.3 62.1

Comprehension (IC) 6 64.7 62.6 62.2 63.2

12 70.2 71.4

7 67.1 67.4 64.9 62.5

Reference Skills (RS) 11 69.4 70.1 70.2

18 71.2 74.0

Other (0) 3 79,2 82.2 79.8 73.6

TOTALS (LC+IC+RS) 71 68.9 69.0 68.2

(LC+IC) 19 69.2 69.3 69.5 69.9

(LC+IC-44S+0) 53 73.4 74.5
(LC +IC +O) 35 74.4 74.7

(LC+IC) 32 74.0 74.0

(LC +IC +O) 17 71.9 72.4 69.9 65.5

(LC+IC) 14 70.3 70.3 67.7 63.8

Source: Reading Report Card (1985). Calculations by author based on
unpublished data from NAEP, Educational Testing Service, Princeton, N.J.
Mean percent correct scores for each item were averaged within content
categories. Janet Johnson and Kentaro Yamamoto, personal comAunications.
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Table 2. Proportions of Trend Items in Three Content Categories
Administered to 17-Year-Olds in Five Reading Assessments

(No. of Items) 1971 1975 1980 1984 1986

Literal Comprehension (35) .49 .49 .49

(20) .38 .38

( 7) .41 .41

Inferential Comprehension (25) .35 .35 .35

(12) .23 .23

( 7) .41 .41

Reference Skills (11) .15 .15 .15

(18) .34 .34

Other
1

( 3) .06 .06

( 7) .18 .18

Total
2

(71) .99 .99 .99

(53) 1.01 1.01
(17) 1.00 1.00

1 Total scores reported in 1980 and 1984 included three items categorized
as "Other". However, these items were not reported sej -ately and do not
appear to have been included with any other content cap ;ory.

2 Totals do not sum to 1.00 due to rounding error.
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Mathematics Trends in NAEP:
A Comparison with Other Data Sources

Tej Pandey
California Assessment Program

Since 1969, NAEP has profiled achievement of the Nation's 9-, 13-, and
17-year-olds attending public and private schools in certain subject areas,
including mathematics. NAEP has conducted four assessments in mathematics:
in 1972-73, in 1977-78, in 1981-82, and in 1985-86. This paper is a
compendium of papers commissioned by the National Center for Education
Statistics (NCES), Department of Education to investigate the various
aspects of NAEP. This paper examines, in particular, the accuracy of
mathematics trends in NAEP by comparing trends from other major databases.
The paper also examines the structure and quality Lf mathematics items used
for establishing trends. Finally, conclusions and recommendations are
offered for strengthening future assessments, especially in light of NAEP's
expansion to make State-by-State comparisons.

Background

NAEP is a unique assessment system in the Nation mandated by Congress
to assess the knowledge, skills, understandings, and attitudes of young
Americans. One of the important outcomes of NAEP assessment is the
achievement trend providing growth in students learning. However, recently
some concerns have been raised about the accuracy of NAEP trends, because
the last assessment in reading showed a precipitous decline from 1984 to
1986. The decline was so large that Beaton et al. (1987) noted, "The
apparent declines in reading proficiency age 9 and especially at age 17
are so large during the 2-year period that we doubt tnat actual changes of
this magnitude would have been unnoticed by observers of American
education" (p. 1). Since NAEP is continually incorporating modern
technical improvements into its procedures, it is natural to ask the
question whether the anomalous reading results for 9- and 17-year-olds are
due to changes in methodological and/or administrative procedures or if
they represent "true" changes in the achievements of 9- and 17-year-olds.
Furthermore, if the reading results are an anomaly, questions arise about
the adequacy of trend data for other subjects assessed.

Some Significant Changes in NAEP

The two important components that can skew tend data are the
cycle-to-cycle changes in questions used for gaining trend information and
the methodological and administrative procedures to collect the data. Each

NAEP assessment contained a range of questions on a set of objectives
developed by nationally representative panels of mathematics specialists,
educators, and concerned citizens. NAEP uses a small set of unreleased
exercises constant throughout various kycles in order to anchor the results
across time. With each successive assessment, the objectives are based on

C't
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the framework used for the previous assessment, with some revisions that
reflect current changes and trends in school mathematics. Table 1 shows
the number of questions used in various scales for establishing trends from
l_78 to 1986.

Related to methodological and administrative changes, NAEP has used a
nonoverlapping item sampling design for allocating items to test forms in
the 1974 and 1978 assessments. In 1982, NAEP opted to use a Balanced
Incomplete Block (BIB) design for item allocation. In 1982, blocks for
each subject, such as reading and mathematics, were administered
separately, whereas in the 1986 assessment two or more blocks from the
subject areas of reading, mathematics, science, and computer literacy were
combined. This change in design--combining blocks from various subject
areas--necessitated changes in test administration procedures. For
instance, in 1986 NAEP relaxed pacing in test administration by
discontinuing use of prerecorded audio tapes used to pace students. In
1986, some changes were also made in the dates on which students were
tested.

NAEP has also changed the format and statistics used for reporting the
results. Prior to 1985-86, results were reported in percent correct units
on an exercise-by-exercise basis and for aggregate of exercises; now,
however, NAEP is using item response theoretic models to report results
across years as well as across age levels on a common content-referenced
scale.

Nature of Investigations for Trends

Analyzing the accuracy of trends, especially from a program as complex
as NAEP, involves examination of many facets of the program. That is,
numerous sources can contribute to variations in trends; some sources of
variation are desired, while other sources contribute to noise or error.
We would expect to see that "true" sources of variation are relatively
larger than the variations due to noise. True sources of variation include
factors such as changes in student achievement, curriculum changes,
population changes, societal expectation, and student motivation arising
from it. Noise can result from factors such as sampling of students,
context effects, changes in test administration procedures, test assembly
design, methodological changes in score reporting, and the number and
nature of common items used for establishing the trend.

Since this report is part of a compendium of papers addressing many of
the above and related issues, the scope of this paper is limited to
investigation of trends in the subject area of mathematics. More
specifically, the paper focuses on the following questions:

o Are NAEP trends in mathematics accurate?
o Are the structure and quality of exercises used for trend reporting

reasonable?
o Do exercises used in NAEP instruments provide reasonable

information for the variety of audiences that NAEP seeks to serve?
o What are the implications for State-by-State comparisons from the

96



above analysis?

The paper will examine trends by comparing NAEP trends with those available
from other sources. The basic premise of the investigation is that if NAEP
trends agree with trends from most of the available data, then NAEP
probably provides accurate trend information. Conversely, if the NAEP
trends do not agree with most other available data, then it will be
difficult to derive any conclusion about the accuracy of NAEP trends.

We must acknowledge at the outset that no data set can truly be used to
validate NAEP trends. One reason is that NAEP assessment is based on age,
whereas others are based on grade. There are also differences in the
populations assessed. NAEP is the only program that systematically reaches
the sample for the defined population of test takers in the United States.
Comparison of scores from various tests can also be biased by differences
between tests; the skills tapped by one test might show different trend,
than those tapped by another. Some other differences include test
administration procedures and time of testing during the year. In spite of
these limitations, however, some data sources are available to comp,re
trends with NAEP. Generally, we have richer data sources to compare NAEP
trends at age 17 than at ages 9 and 13.

The data sources used for comparing NAEP's trend for the 17-year-olds
include Scholastic Aptitude Test (SAT), American College Testing (ACT)
program, Tests of General Educational Development (GED), National
Longitudinal Study (NLS) of the High School Seniors Class of 1972, the High
School and Beyond (HSB) study, and the Iowa testing programs's Iowa Tests
of Educational Development (ITED). The data from the Iowa testing
program's Iowa Tests of Basic Skills (IT6S) was used to judge the NAEP
trends for the 9- and 13-year-olds. Throughout this examination, a liberal
use of the work of Koretz (1986, 1987) has been made in providing summaries
of data from various sources.

Trends in Mathematics for 17-Year-Olds

The trends reported by NAEP from 1973 through 1986 are shown in Figure
1. The trends are shown on the mathematics proficiency scale developed by
ETS. The 17-year-olds showed a decreased performance between 1973 and
1982, however, they showed an upturn between 1982 and 1986. The trends for
white, black, and Hispanic populations are shown in Figure 2. Black
students have shown steady improvements except for a decline of scores
between 1973 and 1978. Hispanic students also showed improvements, except
for no change between 1973 and 1978 assessments. White students showed a
continued decline through 1982, then improved significantly between 1982
and 1986.

Most of the trends reported by NAEP are supported by trends from other
large-scale national data sources. For example, studies (Koretz, 1986)
using NLS and HSB data report that between 1972 and 1980, mathematics
achievement of high school seniors declined. As shown in Figure 3, scores
on the mathematics portion of the SAT show a sharp decline between 1973 and
1978 before showing a slight upturn in 1982. From 1982 to 1986, the SAT
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results have shown steady increases, as have the results from NAEP.

The 1986 Mathematics Report Card (Dossey, Mullis, Lindquist, and
Chambers, 1988, p. 20), compares trends in mathematics performance for the
SAT and NAEP for 17-year-olds. Both the SAT and the NAEP results show
stability between 1978 and 1982, and both show modest improvement between
1982 and 1986.

Table 2 shows the trend in mathematics achievement during the period
1977 through 1985 for General Educational Development (GED) Tests. The GED
trend also supports the trend reported for the NAEP. (GED Testing Service,
1988) .

Koretz (1986) analyzed trends obtained from various tests according to
skills in mathematics such as computation versus problem solving. His
analysis showed that the average performance in mathematical knowledge did
not change at all during the 5-year interval; however, understanding and
applications showed declines during the same period. These results
parallel those reported by the second international mathematics assessment
conducted by the International Association for the Evaluation of
Educational Achievement (IEA; McKnight, 1987). The IEA study showed that
during the 18-year period, the declines in mathematics achievement were
greater for more demanding comprehension and application items than they
were for computation items at the eighth-grade level. The IEA data at the
twelfth-grade level do not show the same pattern for the decline of higher-
order skills as does NAEP; however, other data such as NLS, HBS, and ITED
show that drops are generally in areas that are taught indirectly in
schools, such as vocabulary, inferential comprehension, and problem
solving.

Trends in Mathematics for Nine- and Thirteen-Year-Olds

NAEP trends for ages 9 and 13 are shown in Figure 1. At age 9, scores
show an increasing trend with each successive assessment. At age 13, the
scores dropped slightly between the 1973 and 1978 assessment; however, the
scores have shown an increasing trend since then.

These results of NAEP are consistent with other national data sets such
as ITBS. As shown in Figure 4a, Koretz (1986) reported trends for
third-grade for ITBS showing a short dip accompanying an 8-year hiatus in
an otherwise unbroken 30-year increase in achievement. The total decline
was only 0.07 standard deviation. The NAEP results are consistent with
ITBS, except that since NAEP collects data for a 4- to 5-year period, the
small decline observed on ITBS was not seen on NAEP.

The results from the ITBS test also reveal that the scores of the
eighth graders (Figure 4b) declined about one-third of a standard deviation
at or around 1978, when NAEP's 13 -yeas -olds showed a downward trend.
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Analysis of Trend Ouestions

For establishing the trend across assessments, NAEP uses a small set of
unreleased exercises that are common across cycl-s. Table 1 shows the
number of common questions across three assessment years from 1977-78 to
1985-86 by scales used in the 1985-86 assessment.

A review of NAEPs mathematics framework for objectives and exercises
shows that the framework has changed from one cycle to another. Perhaps
these changes were made to accommodate the wishes of the mathematics
committee for that particular cycle. For example, in the second
mathematics assessment, the content by p-Icess matrix was defined as
follows: Content--number and numeration variables and relationships;
shape, size and position; measurement; other topics. Process--mathematical
knowledge, mathematical skill, mathematical understanding, and mathematical
application. For the fourth assessment cycle, the content by process
matrix was defined as follows: Content--mathematical methods; discrete
mathematics, data organization and interpretation; measurement, geometry,
relations and functions; numbers and operations. Process--problem
solving/reasoning, routine application, understanding/comprehension, skill,
knowledge. The change in the framework for mathematics assessment shows
that NAEP committee members emphasized prob:.em solving, mathematical

methods and discrete mathematics in 1985-86 assessment compared to the
1977-78 assessment.

This raises a pertinent philosophical question for the measurement of
change. Can we change the framework of objectives and exercises from cycle
to cycle, yet be able to measure change accurately? In designing the
framework for objectives, educators in the subject matter will, rightly,
reflect their concerns so that the assessment gives the proper "message" to
teachers; however, such a structural change poses a threat to the
measurement of trends. For future assessments, NAEP should consider
balancing the two opposing, yet valid criteria. One way to resolve this
dilemma is to design a much more comprehensive framework for assessment
which may include all possible concerns of educators over a long period of
time, say 20 years. The actual NAEP objectives in a particular cycle could
be a subset of these objectives. Content changes over assessment cycles
should be specified in terms of this framework.

For an accurate measurement of trends, it is also important to select a
large number of common items that are stratified by content as well as by
process. In reviewing the results from the second mathematics assessment,
Carpenter et al. (1981) noted that "two exercises accounted for over
three-fourths of the total decline in performance at age 9. These
exercises involved the application of multiplication and division, which
are first introduced in the third and fourth grades. These two exercises
are hardly representative of the mathematics we would expect 9-year-olds to
have learned, but they account for most of the change in performance" (p.
9). Perhaps these comments resulted because of the fewer exercises used
for trends and the fact that two exercises showing the declines were the
most difficult ones.

102



Quality of Mathematics Exercises

NAEP uses multiple-choice as well as open-ended questions for
assessment. A review of the multiple-choice questions shows that NAEP has
good quality exercises intended for the assessment of knowledge, skill, and
routine application. Although therc are a few good questions measuring
problem-solving and understanding, it appears that NAEP can substantially
improve the quality of questions measuring these processes.

NAEP's open-ended questions look like multiple-choics questions with
the choices removed. NAEP may want to consider using open-ended questions
that measure students' knowledge in areas that are generally difficult to
measure with multiple-choice type of questions, such as students' ability
to communicate, conjecture, formulate, etc. as recommended in Curriculum
and Evaluation Standards for School Mathematics (1987 draft).

Conclusions

1. A comparison of NAEP's 18-year trend in mathematics established by
four assessments with the trends from other data sources, such as SAT, ACT,
ITED, ITBS, HSB, and NLS, shows that NAEP trends are consistent with most
other trends. The magnitude of increase or decrease between NAEP
assessments could not be evaluated because of the lack of information about
the standard deviations.

2. NAEP trends for subgroups, such as groupings by sex and ethnicity
(black, Hispanic, white), were consistent with other available data. The
study established comparisons for subgroups primarily for 17-year-olds;
data were lacking from other sources to make this comparison at ages 9 or
13.

3. NAEP was able to detect declining trends in scores for problem
solving and thinking skills. Decline in higher-order skills, such as
inferential comprehension and problem solving, was also found in other
studies such as IEA and HSB.

4. Because NAEP assessments were carried out on a 4- or 5-year cycle,
NAEP trends generally showed smaller increases or decreases in trend scores
as compared to other data sources.

5. For mathematics, the nature and quality of NAEP questions is similar
to those on standardized tests, such as ITED, ITBS, and CAT. Compared to
questions on IEA, NAEP questions were simpler, more traditional, anti
lacking in items to assess understanding and problem solving.

6. An examination of common items for the trend analysis shows that
perhaps the selected items are stratified by content domain but are not
stratified by process/difficulty.
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Recommendations

1. Common items for trends. Common items must at least be stratified
on content and difficulty. There will be other statistical criteria for
selecting the common items for trend. The overall trend can be
significantly biased by choosing all easier or all difficult items or by
choosing mostly items that assess computation and understanding versus
mostly problem solving.

2. Domain definition. In the past few years, NAEP has reported
student achievement in mathematics skills such as in computation,
understanding, and problem solving. There is a need to think of a new
reporting taxonomy that could be the basis for collecting and reporting
mathematics scores.

The achievement in any one subject can be defined and measured in many
different ways, and the variations in measurements can be large enough to
create very different trends. The reporting unit should be able to tap
differential trends in stud it learning embodied in any reform effort in
general and recent curricular reforms in particular. The categories of
reporting should not only be based on traditional content by process matrix
but also be based on knowledge acquisition theories.

3. Ouality of exercises. The variety and quality of exercises should
be improved significantly. NAEP exercises should include multiple-choice,
open-ended, and performance type of questions as recommended in NCTM's
Curriculum and Evaluation Standards for School Mathematics.

4. Comprehensiveness. If NAEP exercises will also be used in
instruments for State-by-State comparisons, the NAEP instruments will have
the status of a single national achievement test. The comparison of
various tests and trends derived from them has shown that a variety of
measures are often needed to reach reasonable conclusions about student
achievement. There is great danger of being misinformed by a single test,
because it is often impossible to foresee when a single test will be
misleading.

Furthermore, if the NAFP test ever ,chieves the status of national
test, NAEP exercises will be subjected to closer scrutiny by curriculum
coordinators, and instruction in schools is likely to be tailored
specifically to raise scores. Therefore, the exercises must not only have
good psychometric properties, but also serve as exemplars of good teaching
practices. The test content should be sufficiently comprehensive and
balanced; the test should neither be narrow in content nor should it
distort the curriculum.
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Table 1

Number of Common Questions Across Three Assessments
by Scales in Mathematics

No. of 1977-78 1981-82 1985-86
questions

9- 13- 17- 9- 13- 17- 9- 13- 17-

Number:; &

Operations --
Knowledge

3 x x x

11 x x x
5 x x x x x x

10 x x x

6 x x
1 x x

Numbers &
Operations --
Applications

Fundamental
Methods

Relations &
Functions

Geometry

Measurement

Data
Organization

2 x x x x
3 x x x x x x
1 x x

5 x x x
6 x x x
4 x x x
3 x x x x x x

3 x x x

5 x x x x

2 x x

1 x x

1 x x x x x x

2 x x x

3 x x x A X X X X X

7 x x x
3 x x x x x x

2 x x x
1 x x

2 x x x
4 x x x

5 x x x x x x

1 x x x

5 x x x

4 x x
2 x x x x

6 x x
1 x x x x

2 x x x x x x

1 x x x x x x
5 x x x

1 x x x x x x x x x

3 x x

8 x x x x x x

5 x x x

1 x x x x x x

1 x x x
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Table 2

Performance of Graduatins Seniors on Anchor Form (MA) of the
Tests of General Educational Development (GED) by Year:

Raw Score Means (Standard Errors) and Standard Deviations

Test (# of Items) Statistic

Year

1977 1980 1983 1985

Writing (80) Mean (3E) 48.9 (.23) 47.1 (.25) 44.9 (.61) 47.4 (.58)
SD 14.0 14.9 16.2 15.4

Social Studies Mean (SE) 38.2 (.20) 36.7 (.20) 35.2 (.44) 25.6 (.44)
(60) SD 11.7 12.0 11.5 11.6

Science (601 Mean (SE) 34.5 (.19) 33.3 (.19) 33.9 (.46) 33.3 (.42)
SD 11.2 11.4 11.8 11.0

Reading Skills Mean (SE) 27.4 (.14) 26.6 (.14) 27.2 (.30) 26.5 (.32)
(40) SD 8.2 8.3 7.7 8.3

Mathematics (50) Mean (SE) 30.1 (.15) 29.1 (.16) 30.4 (.36) 30.4 (.35)
SD 9.2 9.4 9.3 9.1

Note: 1977 and 1980 results are from GED norming studies conducted in those years.
The 1983 and 1985 results are from GED equating studies.
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Figure 1

National Trends in Average
Mathematics Proficiency for
9-, 13-, and 17-Year-Olds: 1973-1986
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Figure 2

'Wends in Average Mathematics Proficiency for
9-, 13-, and 17-Year-Olds oy Race/Ethnicity: 1973-1986
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Figure III-4.
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Iowa Composite,

ITBS, Grades 3-8,
Differences from
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Quality Control: The Custodian of Continuity
in NAEP Trends

William H. Schmidt
National Science Foundation

The establishment and interpretability of data trends depend not
only on statistical and sampling consistency, but on procedural consistency
as well. NAEP as been subjected somewhat routinely to the introduction of
new procedures, usually for what the purveyors believe to be very good
reasons, but with little consideration for the impact such changes can have
on the comparability of tUe data over time.

The greatest priority for a testing procedure that is designed to be
the nation's report card is consistency. Imagine the outcry among parents
if schools changed the process underlying report cards every semester.
Administrative procedures should only be changed when there is a compelling
reason to do so and than only after extensive deliberation to determine if
the reasons make worthwhile the risks to continuity attendant to procedural
changes. This does not imply that such changes should never be made, only
that they be done after an extensive examination of the likely
consequences.

Proposed changes which survive the rigorous deliberative process
outlined above, must then be subjected to careful empirical examination to
determine their likely effect on the testing procedure. Such bridging
studies should be done prior to and aot concomitant with the introduction
of the changes into the main data collection. This permits the a priori
estimation of the magnitude and direction of the effects of such a change
on the trend data; the results of which can then be considered in the
deliberative process w?ighin3 these distortions to continuity against the
relative advantages of new procedures.

Est Experience

The reading an,_-,, u-Ly the latest in a series of awkward
situations for NAEP tTE °gest ill-considered methodological changes or
faulty design decisLt. In fact, not only are the current reading scores
questionable but the tend lines f.,r scores in other subject matters could
also be called into question. It is perhaps fortunate that the anomaly in
reading between 1984 and 1986 was large enough to detect since other less
obvious results might not have drawn our attention to the potential
problem. In fact data points in other years and for other subject matters
might be flawed by a lack of procedural consistency.

An example of one ill-considered methodological change involves BIB
spiralling. It is clear the BIB spiralling was overdone in 1984 when ETS
discovered after the fact that they could not get estimates of ability for
a large proportion of examinees because so few items in a given content
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area had been answered by each examinee. The result was a retreat to
"plausible values," which are based on a student's demographic group as
well as exercise responses. After "plausible values" were implemented, it
was discovered that serious biases arise if you attempt to use them to get
breakdowns of achievement according to demographic categories not used in
the original conditioning. It would appear ETS rushed into BIB spiralling,
probably went too far with it and as a result wos forced into a series of
costly and not entirely satisfactory methodological accommodations.

The Reading, Anomaly of 1986 - The Breakdown on NAEP Trends

The reading anomaly in 1986 appears to have arisen from a large number
of untested modifications in test administration procedures. The purpose
of this section is not to determine the relative contribution of each of
these modifications, but to illustrate how a series of well-intentioned but
ill-conceived methodological changes or faulty design decisions could have
led to the reading anomaly (a more through analysis of the factors can be
found in the paper by Hedges).

For example, in 1984, NAEP booklets containing reading items consisted
of one to three blocks assessing reading and one to three blocks assessing
writing to yield a total of three blocks per booklet. In 1986, assessment
booklets were also divided into three blocks. The non-reading blocks
included items in the content areas of mathematics, science, computer
competence, history, and literature. The following is taken directly from
Beaton et al.:

Students at all three ages in the 1984 BIB-spiralled
assessment sessions took booklets containing three blocks.
These booklets contained 0, 1, 2, or 3 reading blocks; the
remaining blocks, if any, consisted of writing exercises. The
students had to read some instructions and the exercise texts.
The 1986 bridge assessment for ages 9 and 13 contained three
booklets, each of which contained three blocks. The subjects
were math, science, and reading and the booklets were
configured as shown in Table 7-2.

The same booklet was administered to an entire assessment
session. The math and science parts of the booklets were paced
(presented aurally using a tape recorder). The tape recorder
was turned off for the reading block in each session. For age
17, the BIB booklets in 1986 contained 0, 1, 2, or 3 reading
blocks; the remaining blocks, if any, were in math, science,
computer competence, or, in the case of 4 of the 97 booklets,
history and literature. In 1986, the age 13 and age 17 reading
blocks were identical in every respect so that the three blocks
(13R1, 13R2, and 13R3) used in the age 13 bridge were repeated
as part of the age 17 BIB reading blocks. Different students
in the same session were administered different booklets.

The length of time allotted for each block changed between
1984 and 1986. In 1984 each age was given a six-minute common
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core of background and attitude questions followed by three
subject area blocks of fourteen minutes each. At the end of
each fourteen-minute interval, the students were told to move
to the next block. Approximately the first two minutes of
these subject area blocks were devoted to answering additional
attitude questions related to the curriculum area. In 1986,
the age 13 and 17 students again had six minutes to respond to
the common core background and attitude questions; however, for
9-year-olds, the common core questions at the beginning of each
were rear aloud to them and took 15 minutes to complete. The
9-year-olds were given 13 minutes to read and respond to the
exercises in the block; the 13- and 17-year-olds were given 16
minutes.

Hedges (this report) estimates that these changes alone could account for
nearly half the size of the anomaly.

In addition to these changes in booklet format and administration, the
report by Beaton et al. considered six other general classes of potential
explanations for the anomalous score decline. Included are changes in: the
population tested, scoring procedures, and administrative procedures such
as the date of the testing, and the number of individuals assessed in each
session. Other classes of explanations for the score decline include:
quality control, shifting item non-response patterns and artifacts of
scaling. Since the focus in this paper is on procedural continuity, we
discuss only changes in the population tested, s,:oring procedures, and
administrative procedures.

Consider first the population tested. Good intentions were behind the
change in the NAEP sampling design. As the Beaton et al. report suggests
the design was "improved in a number of ways" to increase the "power of
NAEP data as well as to increase statistical and administrative
efficiency." Still design changes were introduced into the 1986 NAEP
threatening at least in principle the desired continuity. Post-hoc studies
suggest that these changes did not likely contribute to the anomaly. This
however, was learned only after-the-fact.

Administrative changes were also introduced into the 1986 NAEP
assessment. The average number of individuals assessed in each session was
increased from 20 to 35 for the 17-year-olds. Also during the assessment
session for 17-year-olds, up to 5 teachers were introduced. The dates of
the data collection activity were also changed between 1984 and 1986.

The 9- and 17-year-olds were tested earlier in 1986 than in 1984, while
the 13-year-old sample was tested later. The average difference in dates
between 1986 and 1984 corresponds to -22 days for 9-year-olds, +4 days for
13-year-olds, and -18 days for 17-year-olds.

Changes in scoring procedures were introduced between 1984 and 1986.
In the 1986 assessment booklets students were asked to "fill in the oval"
and responses were then machine scored. By contrast the 1984 assessment
booklets instructed students to "circle the letter" and responses were key
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entered.

All or some of these changes likely combined to produce the reading
anomaly. The procedures introduced in 1986 seem not to be unreasonable on
the surface and represent by themselves acceptable test design or
administration procedures for the most part. But the problem is that they
represent changes from NAEP's previous-years procedures; the introduction
of such methodological changes into the main data collection without first
testing their likely impacts, and them considering them in light of the
major priorities of NAEP is what is ill-considered.

Quality Control

Quality Control we define as all that must be done to insure the
continuity of the process and as a result the NAEP treads. Such efforts
must not only be in support of administrative continuity as outlined in the
foregoing paragraphs, but must also extend to a continuity in the framework
used to define the content domain. The domain should remain stable and the
knowledge and skills assessed each time should be drawn from that domain.
It appears from past assessments that NAEP objectives have been developed
ad hoc for each successive assessment with little attention to consistency
over time.

Quality control needs to be taken much more seriously. It needs to
include a systematic procedure for considering all changes from one
assessment cycle to the next in exercises, in the composition of exercises
within a booklet, in administration conditions and in scoring and data
coding formats. The possibility of such changes need to be considered in
light of NAEP priorities. This implies that changes should be made only
when doing so is critical to achieve the priorities; to change only because
a new procedure is technically preferable is not sufficient. In fact,
since change is a threat to the continuity of the NAEP time series, itself
a high priority, the change should be considered only if the priority it
serves is as high or higher than continuity.

What Should Be Done?

NAEP needs a systematic quality control mechanism; not only for its
exercises, but the contexts in which they are administered need to be
controlled. Design innovations need to be piloted before being used on a
large scale, and the entire analysis plan needs to be set forth and
thoroughly critiqued before data collection begins. NAEP needs to bring to
bear All relevant areas of expertise--the current ETS replications of the
1984 and 1986 procedures are a vital source of information for future
design decisions. However, such ad hoc investigations are not sufficient
to assure continuity of NAEP trends. A new process should be developed to
ensure adequate and systematic evaluation of proposed procedural changes.
The technical advisory process to NAEP should comprehensively incorporate
considerations of procedural design and audit as well as sample design and
analysis. This implies formal review of on-site administration conditions
and procedures, instructions and student conformity to them, etc., as well
as tim:ng and booklet design. This also implies that the technical



advisory body should be composed of individuals representing all relevant
areas of expertise.

Undoubtedly, there will be profound changes in future NAEP data
collections, especially in light of recommendations to extend NAEP to
permit State-by-State comparisons. However, whatever modifications are
made in the overall design it is mandatory that the procedures used to
collect the data for national trend estimates be parallel in every
important respect. During transitions when old and new procedures are
carried in parallel, not only the assessment exercises themselves but also
the data collection procedures should remain the same.

Quality control would seem to be important to both developmental
activities including exercise development, response and booklet formats,
and studies of different data collection procedures; and validation
activities including statistical studies of error sources and design
control. The Alexander-James report, The Nation's Report Card, called for
establishing an independent Educational Assessment Council (EAC). Included
in their responsibilities is the selection of the content areas to be
tested, and setting policy on "such matters as maintaining the continuity
over time of the assessments data banks." Within this purview would
certainly fall the responsibility of setting policy for quality control and
being the body to systematically examine the likely consequences of any
proposed changes in administrative procedures and considering them in light
of NAEP's priorities.
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Assessment of National Trends in Achievement:
An Examination of Recent Changes in NAEP Estimates

David E. Wiley
Northwestern University

1. Introduction

The anomalous decline in National Assessment of Educational Progress
(NAEP) rea, tng test scores for 9- and 17-year-olds between 1984 and 1986 is
not a uniform decline in level for these two age groups. These drops in
level took place in the context of an increase in performance variability
which also occurred for 13-year-olds. Changes in variability can occur for
substantive reasons--e.g., reallocation of instructional resources from
pupils doing poorly to those who are doing well--or for methodological
reasons--e.g., less standardized testing conditions. Thus, it is important
to account for these changes in order to understand why the results of the
assessment may be different from one cycle to the next.

Another aspect of the decline is that it has not been paralleled by
similar changes in Scholastic Aptitude (SAT) or American College (ACT) test
scores. In fact, however, one would not expect parallelism with these
other indicators. The NAEP 17- year -olds are approximately the same age as
the college-bound seniors who take th. SAT or ACT, but one would expect
trends to differ for two primary reasons. (a) The groups tested in the
college entrance examination programs are subgroups of the population
sampled by NAEP. And these subgroups are self-selected on the basis of
ability and high school performance. Clearly, the national trends for
higher performing students need not parallel those of average performers.
(b) Secondly, the content of the testing instruments used is not the same.
For example, the SAT verbal test has a vocabulary subtest, which is not
true of NAEP. Both the SAT and NAEP use a balanced selection of reading
passages of various types but these types differ in important way-. Also,
the typical difficulty levels of the passages in the two tests differ
significantly.

In this paper, I attempt to evaluate these trend differences and to
assess the implications for interpretation of the anomaly and for the
future conduct of NAEP.

2. Specifying the Anomaly: Change in Distribution vs. Change in Level

Beaton (1988), in the ETS report on the reading anomaly, reports a drop
of 6.0 scale score points for 9-year-olds, a gain of 2.4 points for
13-year-olds, and a loss of 10.7 points for 17-year-olds. These are
accompanied by increases in the standard deviations of the score
distributions of 10, 11, and 25 percent, respectively. These increases in
variability signal that the mean level changes do not all tell the whole
story about changes in performance.



In order to examine these changes in more detail, I computed selected
percentiles of the distribution for both years for each age group, using
score distribution data computed by ETS for their report and released to
the panel for further study. Below, in Table 1, I display the differences
between the scale score values for the two years at various percentile
levels. These values indicate the difference in achievement, in scale
score points, of pupils in 1986 and 1984 who were at the same relative
percentile in the 1986 and 1984 distributions, respectively. Thus, for
example, at the 95th percentile, 17-year-old pupils in 1986 had scores 9.5
points higher than similar pupils in 1984. At the median, however, the
scores are 8.65 points lower, which corresponds to the reported mean drop
of 10.7 points.

Table 1.--NAEP Reading Scale Scores--Differences
in 1986 and 1984 Percentile Values

Percentile 9 Years
Values

13 years 17 years

99 2.67 11.01 14.67
97 1.51 8.45 9.51
95 2.43 8.00 9.47
90 0.39 8.39 6.45
80 0.67 7.31 2.14
75 -0.96 8.84 0.60
50 -2.57 4.89 -8.65
25 -6.19 2.00 -17.53
20 -6.56 0.16 -10.44
10 -7.74 1.50 -24.33
5 -17.68 -0.28 -24.45
3 -11.30 0.00 -28.00
1 -8.53 -4.00 -26.27

In general, at sufficiently low percentiles there are score declines
for all age groups. Also, at high percentiles, there are gains for all age
groups. Thus the general finding, in terms of reported scores, is that
high ability children are performing better, and low ability children are
doing worse in all age groups. The major difference among the age groups
is the "stable" percentile point, i.e., that point below which losses occur
and above which gains occur. This po'.nt is at about the 80th, 5th, aw!
75th percentiles, for 9-year-olds, 13-year-olds, and 17-year-olds,
respectively.

In gereral, the potential causes of such distributional changes, fall
into three categories: (a) methodological artifacts, (b) changei in
population, and (c) changes in pupil learning. Methodological artifacts
include changes in testing procedures, changes in the sampling frame, or in
the implementation of the sample. It appears most likely to me that
because substantial changes in the packaging of exercises occurred between
1984 and 1986--causing changes in response context and in subset timing--



that any methodological artifacts most likely derive from these changes.

The second possibility is that the populations from which the sampled
age groups were drawn changed over the 2-year period. Over longer periods
of time, such changes have occurred in the past. Differential birth rates
in subpopulations and immigration can cause significant demographic shifts
in population, changing the family backgrounds of age groups of pupils.
However, these shifts are slow and a two year period is not likely to
exhibit much change of this kind.

The last possibility is actual changes in learning--either in or out of
school. Again, however, changes in instruction or access to learning
environments usually would not result in substantial national achievement
differences over a 2-year period unless simultaneous programmatic changes
were made in many selools located across the Nation. Also, the
distributional pattern would indicate that such schooling changes are
producing higher scores at the top of the distribution and lower scores at
the bottom. A shift in instructional resources from low achievers to high
achievers would have this result. Many observers have seen signs
consistent with this possibility in that programs for the gifted have been
advancing while resources allocated to the educationally disadvantaged have
gradually drifted downward. However, the 2-year time period is still quite
short for an achievement effect of the magnitude reported. In my opinion,
the magnitude of these declines over this short time period together with
the accompanying large increases in variability point to the conclusion
that the most likely cause is methodological.

3. Population Differences between NAEP and Other Test ProRrams

The SAT and the ACT are the only testing programs which report time
trends in performance besides NAEP. However, the college entrance testing
programs serve only those who aspire to attend 4-year colleges or
universities. These individuals still constitute a minority of high school
seniors and generally are those who have better secondary school
performance than non-entrance test takers. Consequently, the likelihood of
a high school senior taking, e.g., the SAT is greater if the senior's
ability is high rather than low. Generally, then, we would expect
participation in a college entrance testing program to be an increasing
function of ability.

If the likelihood of test participation is close to certain for
students with high enough ability, the upper end of the ability
distribution of NAEP participants will he similar to the upper ends of the
college entrance test program participants. Following this reasoning to
its logical conclusion, one can formulate procedures to compare achievement
trends of high ability students using the overall distributions of NAEP
performance scale scores and college entrance scores. I have attempted
this for NAEP and the SAT.

For the SAT, I am willing to assume that some regularity exists a_ the
highest achievement levels. If in the selected population the selection
ratio at high abilities is close to 100 percent, then an estimate
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of the top percentile achievement levels in the unselected population can
be estimated. For example, if all of those above the 90th percentile in
the total population were selected into the StT group, and if 40 percent of
the total population took the SAT, then the 90th percentile it the overall
population would correspond to the 75th percentile in the SAT group
[(1 - .9)/.4 .25]. In general, assuming 100 percent selection above a
specified level, the percentile, nut), in the unselected population,
corresponding to achievement level a, dill equal 1 - p(i)[1 - Tv(a)],
where Tv(a) is the percentile in the selected population and p(i) is the
overall proportion selected. This follows, under the assumption of 100
percent selection above Tr(a), since then [ 1 - TT(a) /p(i)] 1 - 7*(0.
Thus, one may adjust the SAT over years to constant percentiles in the
overall distribution and compare performance levels with NAEP at those
points. E.g., the 99th, 97th, 95th, and 90th.

In terms of the anomalous decline in 1984-86 reading scores, the
maximally approviate comparison with SAT trends is in the Reading
Comprehension subscale of the verbal scale score. The other verbal
subscale, vocabulary, has no direct correspondent in NAEP.

In applying corrections to these SAT distribution data, I have used
figures which estimate the number of twelfth graders from the Digest of
Education Statistics. 1987 as well as SAT distribution data taken from the
College Board publications: National Report. College-Bound Seniors, 1980,
19e6, and 1986. The ratio of the number of college-bound seniors taking the
SAT tzl the total number of twelfth graders was used to calculate the
percent of the NAEP population which took the SAT in each year. [Note:
the number of twelfth graders in 1986 was estimated by applying the 12/11
ratio in 1985/1984 to the 1985 eleventh grade enrollment value.] The
resulting percentages of seniors taking the SAT were 33.9, 37.1 and 38.6 in
1980, 1984, and 1986, respectively. Correspondences were computed by
selecting percentile values which produced approximate equivalences for the
latter two years since there was a relatively small change in corresponding
percentiles from 1980 to 1984 and almost no change from 1984 to 1986.

Table 2 displays the percentile equivalences calculated from these
percentages together with the corresponding SAT scale score values for
1980, 1984, and 1986. It should be noted that the average SAT values for
college-bound seniors increased over this period. Also, the SAT values
corresponding to the NAEP 99th, 97th, 95th, and 90th percenti:es increased,
albeit irregularly. Since the estimated NAEP valuer for these percentiles
also increase (Table 1), there is no obvious inconsistency between the SAT
trends and the NAEP trends.

4. o tent Anal sis Com arisons of SAT and NAEP

A content comparison between Scholastic Aptitude Test and the National
Assessment of Educational Progress is not direct. One reason for this is
that NAEP has specified its content in terms of "objectives," while the SAT
phrases its content in terms of item specifications. In theory, the
distinction between objectives phrased in terms of intended abilities and
item categories based on the properties of stimulus materials and questions

118 120



is great. However, in practice, the categories actually used tend to be
eclectic and are labeled ambiguously so that both ability and test task
interpretations are mixed.

Table 2.--Reading Comprehension--Approximate Percentile Equivalences
Between NAEP and SAT with Corresponding SAT Scale Scores

SAT
Percentile Scale Score Values

NAEP aa

0.99
0.99 0.97

0.95
0.97 0.92

0.90
0.95 0.87
0.90 0.73

0.50

Mean SAT

1980 1984 1986

699 713 716
662 666 670
632 635 641
596 598 609
583 587 593
562 569 576
497 502 509
425 431 435

425 428 433

Judged in terms of reading-related content, the SAT verbal scale has
two components: vocabulary and reading comprehension. The NAEP reading
scale, however, only includes comprehension questions. At the minimum,
this means that NAEP reading scale score trends should be compared only to
trends in the reading comprehension subscale of the SAT.

At a more specific level, reading comprehension questions traditionally
have two separable parts: (a) a passage containing textual material
containing verbal content to be comprehended, and (b) questions--usually
multiple choice--about the text. Both the NIEP and the SAT comprehension
questions are of this type. As a consequence, the differences between NAEP
and SAT can be described in these terms as well.

Generally, the textual materials from NAEP are somewhat broader in
scope than those in the SAT. Both tests contain material which is
literary, cultural, scientific and social in nature. However, NAEP
materials also include additional content such as advertisements and forms
which are not used for the SAT. In addition, the textual material on the
SAT is linguistically more complex, both at the sentence and paragraph
levels.

The consequence of these differences in content for the abilities
measured is likely to be important for average high school students. My
;mess is that the items of low to average difficulty in the NAEP have
little correspondence to SAT items, while the more difficult NAEP items
have a closer resemblance. If on the other hand, some of the non-standard
'4AEF items are also difficult, there may be important differences in the
abilities measured by the two scales even for high-ability students.
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The other content facet concerns the questions which are asked about
he passages. Here the question types seem very similar. NAEP discusses

analysis, interpretation, and evaluation. NAEP also refers to the location
of specific items of information, making inferences, and recognizing the
main idea. Similar phrases are used in the SAT content specifications.

The main issues of content comparisons are beyond the scope of a
short-term panel. In order to adequately compare the content of a NAEP
assessment and that of the ACT or SAT, three things must be done:

(a) a common content framework must be formulated which includes a
corresponding set of content categories from both testing programs.

(b) a representative set of items from each source must be categorized
and the differences in item distribution analyzed.

(c) a stratification of the NAEP population should be accomplished
which would allow the selection of a group of high school seniors similar
to the college entrance examination groups. Item difficulties could then
be tabulated by content categories for this subgroup.

Such an analysis would indicate whether the NAEP and SAT scales are
approximately equivalent for the kinds of students who take college
entrance examinations. My tentative conclusion is that these scales are
not equivalent for typical students but may be approximately equivalent for
those of higher ability.

5. Conclusions

The primary conclusions of my investigation are:

(a) the observed r.:ops in reading comprehension of 9- and 17-year-olds
between 1984 and 1986 are not uniform. In fact, at the highest ability
levels, students in all three age groups had higher scores in 1986 than in
1984, while the lowest ability students in ear.:- group had lower scores.

(b) after grossly accounting for selective character of the SAT test
takers, corresponding groups of NAEP participants showed similar trends
(gains) between 1984 and 1986.

(c) test content of moderate difficulty--for typical high school
students--is sufficiently discrepant between NAEP reading and the SAT
verbal scales, so that direct trend comparisons are treacherous. However,
for high ability students, the reading comprehension subscale of the SAT
might be sufficiently comparable to the NAEP reading scale to make trend
comparisons of these students meaningful.

(d) the magnitude of the NAEP reading scale score changes between 1984
and 1986 together with the large increase in variability make
methodological changes between the two assessments the most likely primary
ccuse of the decline.
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Given these comlustons, I enthusiastically endorse the four
recommendations made by the panel on February 24-25, 1988. Similarly, I
strongly endorse the two resolutions drafted and voted on by the first
subcommittee on February 25. [Note: These four recommendations now appear
as Recommendations 1, 5, 8 ana 9. The two resolutions have been revised,
and now appear as Conclusions 1 and 2.]



Management and Administration of a State-NAEP Program

Mark D. Musick
Southern Regional Education Board

Establishing and admin!.stering a nationwide student test4ng program
that uses the National Assessment of Educational Progress to provide
information on a State-by-State basis is a manageable task. The real
barriers to establishing a program to provide this kind of student
achievement information have been primarily philosophical or political. We
have not had comparable State-by-State information on student achievement
because educational leaders did not want it, or to be kinder, did not place
any value on having it, anti because political leaders did not demand it.
In an era of educational reform and improvement in the Nation, both of
these factors have changed. Educational leaders are at least agreeable to
having comparable student achievement information among the States. And
government leaders at the State level are r-w very much interested in it.
Discussing the reasons for this dramatic change in attitudes is not the
purpose of this paper. But without those attitude changes, the subject of
management and administration of a nationwide program to provide comparable
State-by-State student achievement information would be merely an academic
question.

The underlying premise of a new State-based National Assessment of
Educational Progress program--hereinafter referred to as State-NAEP--is
that, except for the scale of operation, a national assessment of
educational outcomes reporting at the State level is not fundamentally
different from the present National Assessment reporting at the national
and regional level. However, it is not a simple step to move from this
premise to a full-scale operational testing program that would assess
several hundred thousand students from perhaps most of the States in the
country. A successful, fully operational State-NAEP program will involve
more States and several times more students than the current 90,000
students involved in the National-NAEP program.

The State-NAEP program should be a program unit in the National-NAEP
arrangement. State-NAEP might be viewed by some as a subsidiary of
National-NAEP, bait in this case the scale of operation of the subsidiary
may soon dwarf the parent company. The scale of operation notwithstanding,
National-NAEP should be seen as providing the leadership on which the
State-NAEP program should be based.

The State-NAEP program will need a staff director and staff within the
National-NAEP arrangement. Because of the scale of the operation,
State-NAEP must have staff whose sole responsibility is to the State-NAEP
program. State-NAEP will also need an advocate within the National-NAEP
arrangement. That advocate should be the staff director and the advisory
structure for State-NAEP.
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The governance and advisory structure for National-NAEP should reflect
State-NAEP interests and provide for special ad hoc advisory groups when
needed by State-NAEF. There will be overlapping interests in National-NAEP
and State-NAEP programs, but the purposes of the two programs are
substantially different. The advisory structure for National-NAEP as
recommended by the Alexander-James Report provides for a significant degree
of State-level input. This may reflect in part the new charge that the
Alexander-James group recommends for National -NAEP and it may reflect that
some State officials believe that the current opportunities for State input
into National-NAEP are unsatisfactory.

It is important that State-NAEP be seen as a program that is conducted
"in conjunction" with National-NAEP. If conducted properly and "in
conjunction" with National-NAEP, the State-NAEP program can gain an
important head start in terms of public credibility and acceptance. Being
conducted "in conjunction" with the National-NAEP means that the State-NAEP
procedures will be compatible and that the assessments will be in the same
year and in the same testing time frame. Conducting State-NAEP and
National-NAEP in the same year has two primary benefits. First, the
so-called "testing burden" is probably reduced if State-NAEP and
National-NAEP occur jointly in alternate-year testing cycles. This would
mean a NAEP test.ng program would be in the field in most States every
other year. an arrangement would concentrate the testing schedule and
provide fr- fewer administrative problems and classroom disruptions. As
both State-NAEP and National-NAEP will test relatively small samples of
students in each State, the programs will not add significantly to the
"testing burden." Testing a relatively small sample of students (a sample
of only a few thousand students per State at three ,trade levels) is a
reasonable commitment to ask States to make to obtain never-before-
available information on student achievement. The second reason to test in
the same year with both State-NAEP and National-NAEP is that this will
provide States with the most current national information on student
achievement. States will be able to compare their students' performance in
a given year with the performance of students nationally, and in other
States, for that same year. Currently, when States compare their students'
achievement to that of so-called national averages, they are often
comparing themselves to national averages that are several years old. This
is one of the reasons that nearly al'. States are currently able to show
that their students' achievement is above the national average at a given
grade level.

In this national election year the public is given almost weekly
updates on political polls for State and national offices. The real value
of this updated information about political campaigns, at least the value
to the public, is probably questionable. To think that a nation would have
this kind of current information about political campaigns and would settle
for outdated information about educational achievement of its youngsters
would seem to be an untenable position. The State-based National
Assessment program as it is proposed would clearly provide the most
up-to-date information available at the State level on student performance.
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In order for the State-NAEP assessments to be compatible with the
National-NAEP, it will be necessary that the State-NAEP testing instruments
be replicas of the National-NAEP. Ensuring that State-NAEP testing
instruments are compatible with National-NAEP should not be a difficult
task. If the testing instruments are not exactly the same, however, care
must to taken to see that the State-NAEP tests are in fact compatible with
National-NAEP. The problems with the 1986 reading results from
National-NAEP show the importance of attention to detail in the testing
instruments and procedures.

It follows that State-NAEP tests should be constructed under the
direction of the National-NAEP program. The emphasis in this paper is on
the form of the tests themselves rather than on the content. Suffice it to
say that National-NAEP should continue to be based on the judgment of a
broad cross-section of American citizens about what students should know.
National-NAEP and therefore the State-NAEP should not become a minimum
competency test, nor a test requiring agreement by representatives of all
States. Clearly "what is tested" must remain a major part of the focus of
the National-NAEP program. By recommending that State-NAEP tests be
constructed under the direction of the National-NAEP program, I am
suggesting that once the content areas have been agreed upon then the test
instruments, i.e. the booklets of test question, be the responsibility of
the National-NAEP program. Issues of compatibility and credibility are
both at stake in -recisions about how the testing instruments are
constructed and w,io is in charge of the process.

Another compatibility and credibility issue is the preparation of the
sample of students to be tested in each State. State samples should be
drawn in accordance with National-NAEP procedures under the direction of
the National-NAEP program. That does not necessarily mean, however, that
there is not a role for States to play in assisting in this process.
Preparing the sample of students from each State requires listings of
schools and rosters of students. It is reasonable to expect the States
participating in the State-NAEP program to provide or to assist in
providing any information needed to prepare the sample of students. The
level of resources provided by the Federal and State governments may
determine how the National-NAEP procedures for sampling are applied in the
individual States for the State-NAEP program. The actual sampling
procedures must be consistent regardless of whether a single contractor is
responsible for doing all of the cork for drawing samples or whether States
contribute substantially to the process. If necessary, States could do
much of the clerical wot involved in the sampling process and
National-NAEP procedures could be followed to insure the integrity of the
sample.

Tha sampling procedures followed in a State-NAEP program might be
similar to those used by the National Assessment of Educational Progress in
its project with eight Southern Regional Education Board Sta ss from 1985
to 198... In this project a stratified random sample of schoc s from all
regions and types of ccmmunities was selected in each State. Within each
school a random sample of students was selected to partic4p2te. The
results estimated achievement of all students at a given glace level in the
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State. To permit simple estimation of standard errors, the sample was
selected in the form of two sub-samples and was designed to achieve
approximately 100 clusters of 20 students each. This resulted in roughly
2,000 students completing the assessment in each State. That sample
allowed for State-level information by gender and race. From the
background questions administered to students, it was possible to obtain
information in a number of categories such as information on students
enrolled in a particular curriculum in high school.

The sample of approximately 2,000 students per State per grade level
would appear to be the minimum that could be used. The Southern Regional
Education Board States' project typically tested students in 80 to 100
schools. The Alexander-James Report suggested testing approximately 4,500
students per State per grade leve in about 90 schools. The size of the
sample of the students to be tests 1 has several factors which should be
considered. First, sample size obviously should be sufficient for
providing information on each population subgroup--for example, by
race/ethnicity, gender, and type of community in which students live.
Second, the number of students tested and the number of schools involved in
the State-NAEP program must be sufficient to have face value and
credibility with the public. It might be possible to obtain the
State-level results by testing students in 50 schools or less in a State,
but it might be impossible to convince the public that this was a
satisfactory sampling of the State's schools. At the other end of this
issue is a cost factor. Generally speaking, the number of schools involved
in the sample has more of a bearing on the cost than does the number of
students tested. Therefore, this argues for a realistic number of schools
to be included in the sample. The number used by the Southern Regional
Education Board States and suggested by the Alexander-James Report appears
to be an appropriate number. Regardless of the sample size, the actual
administration of tests should occur in groups of students of 30 or less.
This s"ze of testing group lends itself to better overall test
administration than does a larger group.

States participating in the State-NAEP program should have the option
of increasing the sample size in order to provide greater levels of
detail. Options for increased sample size should be prepared for
participating States. Increased sample sizes--be it in numbers of schools
or numbers of students--involves increased costs. The increased costs for
these optional sampling procedures should be paid by the States choosing
the options.

While the sampling process is one in which States may provide
assistance to the National-NAEP contractor or staff, the scoring and
analysis of State-NAEP test booklets or answer sheets must be handled
entirely by core staff under the direction of National-NAEP. Completed
test booklets and answer sheets should be handled in the new State-NAEP
program as they have been in the National-NAEP program and Southern
Regional Education Board's project--that is, they should be sent to a
central location directly from the schools immediately after completion of
the testing program. In a fully operational State-NAEP program with
several hundred-thousand completed test booklets or answer sheets, it may
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be necessary to have regional processing centers or subcontracts for the
processing of the answer booklets or sheets. Consideration should be given
in the National-NAEP and State-NAEP program to conducting testing in an
8-week period as opposed to the current testing period which is an
approximately 12-week period. The current plan for National-NAEP is to
begin testing in January of even-numbered years. State- and National-NAEP
should seek to complete testing shortly after March 1. The fact that
National-NAEP has to "negotiate" with districts to get them to participate
has apparently been one of the reasons for a 12-week testing period. This
negotiation phase should not be a part If the State-NAEP program, for when
a State agrees to participate in State-NAEP, it assumes the obligation of
securing the participation of those schools chosen for the sample. The
dynamics of the State-NAEP program could actually help the National-NAEP
program because of the larger numbers of districts chosen for State-NAEP.
In the past, very few school districts in a given State were chosen for the
National-NAEP program. In a State-NAEP program approximately 200 to 300
schools per State could conceivably be chosen to participate. This could
mak- schools less hesitant to agree to participate in National-NAEP because
now they will be one of many schools in a NAEP program instead of one of a
very few schools.

National-NAEP should be responsible for presenting the results of the
State-NAEP program. These results should be presented in accordance with
agreed-upon formats and the emphasis should be in presenting results.
Interpretive comments should be provided by National-NAEP, but the initial
emph..'sis should be on the presentation of results and the making available
of these results for broad scale comment by educational and governmental
leaders across the Nation. The initial emphasis in State-NAEP results
should not be on report writing. A presentation of State-NAEP results
should not be delayed while comprehensive reports to interpret the results
are prepared.

National-NAEP should seek to make the release of State-NAEP results an
"educational ev Alt." If the State-NAEP program is successful, the release
of State-NAEP results could come to overshadow current educational events
such as the release of the SAT and ACT score results and the release of the
Secretary of Education's annual wall chart. When the State-NAEP program is
fully operational, release of results should be a simultaneous event in
State ,.:apitols and at National-NAEP headquarters. State educational and
governmental leaders will provide interpretive comments on a State-by-State
basis. The media in the respective States may be--or may be encouraged to
be--interested in what the results mean for the individual States.

Those invc'.ved in the State-NAEP program should not lose sight of one
of its mast important values--that is the value of focusing public
attention on educational improvement. The State-NAEP results could receive
widespread attention because they will fill a void in educational
information. Currently the SAT and ACT are the only tests that provide
State-by-State information on a national basis. Generally speaking, the
SAT and ACT results are the only student testing stories that make for
front-page newspaper articles. Rarely do individual State testing programs
receive the press coverage given to the SAT and ACT results. State-NAEP
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programs could receive the same kind of widespread public attention and
provide numerous opportunities for State educational and governmental
leaders to focus public attention and raise important questions about
education. For this reason, consideration should be given to releasing
different subject-area results from the State-NaEP program at different
times for the purpose of generating increased attention to results. If
four subject areas are testt.d in the State-NAEP program in a given year, it
is conceivable that the results from two of those programs could be
released followed by somewhat later presentation of the results from the
other two subject areas.

The present turnaround time of presenting results from the
National-NAEP program is unacceptable for a fully operational State-NAEP
program. Results from the State-NAEP program should be available in the
same year that the testing is conducted, preferably in the early fall of
the year if testing is conducted in January and February. At first look
this schedule might appear impossible, given that the National-NAEP program
now operates on an approximately 18-month turnaround schedule. That is,
National-NAEP results are available approximately 18 months after testing
begins. The State-NAEP program simply must be organized differently and
have as an overriding objective to produce results in a timely fashion. If
rom the beginning a State-NAEP program is designed and organized to

deliver in the fall results from a January-February testing cycle, 't is
reasonable to expect that this schedule can be met. Again, the emprasis
must be on reporting results with some limited interpretation and allowing
further interpretation to be made by various parties once the results are
presented.

Two important questions that have to do with the management and
administration of State-NAEP and also with its Jalidity and credibility
are: Who is tested? And who does the testing? The first question has
major implications for test scores and their comparability. The answer to
this question may have as much bearing on a State's overall scores as any
single controllable factor. The second question has major implications for
test scores, their credibility and comparability, and the program's cost.

Who is tested? The question "Who is tested?" and the reverse of that
question---Who is not tested?"--seems simple enough on the surface. The
experience of 3 years of testing in the Southern Regional Education Board
States' project with the National AssessLent indicates that when these
decisions are made, they are not as simple as it might appear. Once the
sample of students is chosen to participate in State-NAEP, a decision must
be made about whether the students can participate in a fairly routine
testing program. Since many handicapped students are in regular classrooms
today, this question becomes more difficult. The current National-NAEP
guidelines call for excluding three categories of student. Those are
non-English speaking students, educably mentally retarded students, and
functionally disabled students--that is, students with temporary or
permanent physical disability. The aim in the National-NAEP program has
been to keep at the smallest possible level the number of excluded
students. For example, when National-NAEP applied these guidelines to the
1984 and 1986 reading assessments at ages 9, 13, and 17, fewer than 4
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students out of 100 were excluded in any year at any of the grade levels.
State-NAEP should have a similar aim.

For State-NAEP, States should seek to follow an agreed-upon set of
definitions for determining who is tested. Those definitions should be the
ones used by National-NAEP. Before the 1990 State- and National-NAEP
administrations, these definitions should be reviewed by States and the
ETS/NAEP staff and refined where possible. One of the refinements needed
is a more precise operational definition of students with limited English
proficiency. The National Assessment Planning Project of the Council of
Chief State School Officers has made a recommendation about how to define
students with limited English proficiency. This revised definition should
be considered by ETS/NAEP.

The application and interpretation of the definitions for excluding
students from the tesrilig program will still rely upon judgments by school
personnel and/or test administrators. The National-NAEP practices for
excluding students from assessments will likely differ from practices used
by States on their own testing programs. The eight Southern Regional
Education Board States demonstrated this clearly in their project with the
National Assessment of Educational Progress. In a fully operational
State-NAEP program, well over 10,000 schools could be involved. Thousands
of persons would make decisions about which students would be tested and
which would be excluded. These persons would be using guidelines that are
not absolutely clear-cut. This is simply a fact of the State-NAEP program
and not a weakness. It indicates that the issue of "who is tested" will
have to be resolved and refined over a period of time.

That resolution and refinement will hinge in large measure on careful
and comprehensive audits under National-NAEP auspices of the individual
schools' lists of students to be tested, the number of students excluded,
and the reasons for the exclusions. These audits should be conducted to
determine if the definitions for "who is tested" are working and what
corrections are necessary in the process or in the compilation of State
scores. The percentage of students excluded in each State should be a part
of the public release of the results from the State-NAEP program.

The State-NAEP procedures should make it difficult, or at least make it
require a special effort, to exclude a student from testing. That required
special effort would entail giving a written reason for each student
excluded from testing. An audit of the school decisions about excluding
students could signal any unusual or abnormal patterns and enable those who
oversee the State-NAEP program to determine the reasons for these unusual
patterns and whether they warranted corrective action or changes in
policies.

The "who is tested" question would be central in the training of test
administrators for State-NAEP. The administration of the State-NAEP test
should not be a difficult or unusual procedure. Thus, a substantial amount
of the training time could be allocated to the question of who is tested.
The experience of the Southern Regional Education Board States' project was
that over time, test administrators gained greater confidence in applying
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the definitions for excluding stucents and the ETS/NAEP staff and the SREB
States' test administrators expressed their views that the process improved
with each test administration.

The second question that has major implications for test scores, their
credibility and comparaMlity, and the program's cost is "Who does the
testing?" This may be the major question to be resolved about the
management and administration of a State-NAEP program. There are two easy
ways to resolve this issue, but neither of these appear to be practical.
First the resources that the Federal and State governments pledge to the
State-NAEP program could be sufficient to provide for the administration of
the State-NAEP program in the same way as the National-NAEP program. That
is, the National-NAEP contractor could replicate the procedures used in
National -NAEP for the State-NAEP program. The problem is that the
estimated cost of doing this is approximately $27 million. To date, there
is no commitment by Federal and State governments for that level of support
of the State-NAEP program.

The second easy answer to who does the testing is to allow individual
States to be responsible for administering the State-NAEP te,t. State
testing directors could argue that the State-NAEP test administration is
not significantly different from the tests States give each year and that
the State testing programs could efficiently administer the State-NAEP
test. That may be true, but there does not appear at this time to be
substantial sentiment for making the State-NAEP test administr tion a
responsibility of the individual States. There appears to be a stronger
sentiment that the State-NAEP administration requires a procedure that will
have a high degree of public credibility and, therefore, a disinterested
party must be involved in the test administration. A lack of dollars and a
lack of credibility may therefore rule out the two easy answers to the
question of who does the testing.

Test credibility should underlie decisions about State-NAEP test
administration, but between a relatively expensive turn-key test
administration with a national contractor and the States being entirely
responsible for test administration, there are obviously several other
options. Those options must weigh costs and relative levels cf
"disinterestedness" by the t.st administrators.

The logistics of the State-NAEP test administration also point to the
fact th.c several options are possible. For example, at each grade level
it is feasible to think in terms of 80 to 100 schools being involved in the
State-NAEP program. It is also feasible to think in terms of a testing
period that covers at least 8 weeks. Even an 8-week testing period would
be substantially shorter than the current National-NAEP testing time
period. Testing in 80 schools in an 8-week period would mean testing in 10
schools per week or two schools per school day. Devising a procedure to
test in two schools per day in a State would seem to be a very manageable
task even when testing at three grade levels is assumed--that is testing at
six sites per school day in the entire State. A relatively small cadre of
test administrators could seemingly handle this task. These testing
administrators need not be highly paid Ph.D. psychometricians. Competent
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persons with good managerial skills can direct the test administrations.

Another possible option is to use staff at community colleges which in
most States are distributed across the State. These persons lould form a
cadre of test administrators, They would bring a level of
disinterestedness to the process and they would be employees whose time
could be contributed to the State-NAEP program. States participating in
the State-NAEP program coul6 be charged with the responsibility of
recruiting a cadre of test administrators to work for and under the
auspices of the National-NAEP contractor.

Whatever option might be used to bring a disinterested par,/ into the
classroom as a test administrator, there is an important change in the
National-NAEP administration that should be considered for National-NAEP
and State-NAEP. Specifically, the disinterested test administrator should
be assisted by a school faculty or staff member in the testing process.
The reasons for this are relatively simple but important. The
administration of the State-NAEP test should occur in an orderly setting,
and in a setting with 30 or fewer students. That setting is likely to be
more orderly and reflect a more normal school situation if a school faculty
or staff member is present in the room where the test is being conducted.
That Is not necessarily the case in the current National-NAEP test
admini3tration. It is possible that the National-NAEP tests are
administered by a person whom students have never seen before and will
never ee again. For younger students this situation may produce anxiety
and for olaer students it may result in a lack of motivation. Neither
situation contributes toward an accurate reflection of students'
achievement and performance. The new State-NAEP program should consider
having a disinterested party in the classroom in charge of certain
procedures such as timing, distribution of test booklets, and collection of
test booklets and ans r sheets. The school faculty or staff member should
play a role in preparing students for the test administration, perhaps in
reading the instructions of the administration and in general seeing that
the process is an orderly one. This situation would more likely lead to
student performance reflecting students' true abilities and achievement.
The present National Assessment program may well be understating the
acdevement of our Nation's students particularly because of motivational
factors for 13- and 17-year-olds.

Whatever options art! chosen for administering State-NAEP, test
administration manuals will be required for each grade level. Prototype
State manuals have already been prepared by States including those prepared
for the Southern Regional Education Board States' project. These manuals
can best be prepared by States and the National-NAEP contractor working
together. The experience of the SREB States was that the more States are
involved in the preparation of the manuals, the better the finished
product. National-NAEP might well want to subcontract for the preparation
of the State-NAEP test manuals with the stipulation that the contractor
seek broad-based input from States and State testing officials.

The administration of a State-NAEP program will require a financial
commitment by States. Federal legislation may well require a State
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contribution to the State-NAEP program. Even in the absence of such a
Federal requirement, the cost realities of the State-NAEP program will mean
that States must make a contribution. State government leaders who have
been largely responsible for the efforts to establish a State-NAEP program
will likely be willing to help underwrite the program. There will be
practical limits, however, to what States will be willing to do. If test
administration were to cost several hundred-thousand dollars in direct
expenditures for each State, the participation of States would likely be
reduced.

For additional information on the Southern Regional Education
Board/National Assessment of Educational Progress project:

Southern Regional Education Board. (1984). Measuring educational
Progress in the south: Student achievement. Atlanta, GA: SREB.

Southern Regional Education Board. (1985). Measuring student
achievement: Comparable test results for participating southern
States, the south. and the Nation. Atalanta, GA: SREB.

Southern Regional Education Board. (1986). Measuring student
achievement: Comparable test results for participating SREB
States. the region. and the Nation. Atlanta, GA: SREB.

Southern Regional Education Board. (1987). Measuring student
achievement: Comparable test results for participating SREB
States, and the Nation. Atlanta, CA: SREB.
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Recommendations for A Biennial National Educational
.Assessment, Reporting by State

R. Darrell Bock
University of Chicago and NORC

Except for the scale of operation, a national assessment of educational
progress (NAEP) reporting at the State level is not fundamentally different
from the present NAEP reporting at the national and regional level. But
consideration of scale is important in the planning and execution of the
design because the much greater costs will put a premium on returning a
maximum amount of information for the expenditure. The present document
outlines a series of recommendations for a State-reporting national
assessment that will be cost-effective as an information system. Only
issues of data collection and analysis are considered. Additional
recommendations covering curriculum and standards for item and exercise
construction are required to specify the assessment design fully.

The document is in three parts: Part I sets out general considerations
leading to the main body of recommendations; Part II contains a numbered
outline of the detailed recommendations; Part III clarifies and comments on
each recommendation by number.

Part 1. General Considerations

1. Scale of operation and continuity

One implication of increased scale is justification for a larger
initial outlay for planning procedures and development of the assessment
and instruments than has been typical of NAEP in the past. The
State-reporting assessment will, conservatively, yield 8 to 12 times as
much information as the present regional-reporting NAEP and should
therefore justify at least a four-to-sixfold increase in development
funds. Especi fly critical is the enhancement of domain coverage and
generalizabil of assessment results through a greater number and variety
of items and .xercises in the cognitive instrument. The present NAEP
instruments re too circumscribed to justify their application on the scale
of a State-reporting assessment.

Another implication of increasad scale is the greater effort that must
be made to insure consistenk4 of she assessment instruments, procedures and
operations over years and decades and throughout the States and regions of
the Nation. The potential monetary loss from technical errors that might
invalidate an assessment is now so great that only the most deliberate and
well-tested revisions and procedures can be introduced when changes in the
instrument become necessary. The recent experience of procedural
inconsistencies in the Reading assessment suggests that the present
organization of NAEP, which lodges responsibility for design and procedures
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with various grantees, cannot provide the required continuity. As the
Alexander-James report recommends, responsibility for assessment policy,
design and procedures should reside in a federally funded and staffed
National Assessment Council or Center which will choose contractors to
execute fully specified tasks of data collection and analysis. Only such
an orgv-azation, modeled after other National Centers or Laboratories, can
providi :he procedural continuity that long-term measurement of educational
progrfiss requires.

2. Relative costs of sampling schoois and students

A second consideration is that a large part of the continuing costs of
a State-reporting assessment will be incurred in recruiting schools and
sending assessment representatives to arrange and monitor the
administration of the assessment instruments. Once the school has agreed
to cooperate and local preparations for testing are complete, the marginal
cost of adding more students to the sample within the school, or of
obtaining additional data from each student, is relatively small. A
fundamental principle of the assessment should therefore be that the
quantity and quality of information returned from each school should
justify the costs of reaching the school. 'his principle motivates the
type of assessment design recommended in Section 2 and 3 of Part II. The
design attempts to minimize the number of schools that must be recruited
and visited in order to cover the cycle of subject-matter mandated in the
pending legislation for the State-reporting assessment. The design also
uses measurement techniques that will insure a level of data quality
adequate for effective use of assessment results in educational policy,
planning and research.

3. Updateability

"Updateability" is the provision for improving and adapting assessment
procedures and instruments to changing conceptual and technological
environments. Although its consideration is obviously in tension with that
of continuity, both can be satisfied if certain principles of conservative
management, already established in mature testing and assessment programs,
are followed. They are the basis for the recommendations in Section 7,
Part II, in which developmental research and field trials carried
collaterally with the operational assessment are proposed. An orderly
program of such study is required in order to insure compatibility of new
and old procedures before changes are definitively introduced. To ensure
continuity of the assessment instruments, especially the cognitive tests,
the principle of strict specification of the structure of items and
exercises within the test booklets is recommended in Section 3, PartII.
This degree of specification is necessary to insure that item replacements
do not alter the domain coverage within subject matters. Finally, scaling
of the assessment results by means of suitable item response theoretic
(IRT) models, already introduced by ETS, is essential in order to preserve
the comparability of the reported attainment measures as items are
periodically replaced to permit their public release and, where possible,
to improve the psychometric properties of the instruments.
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4. Reporting by student proficiency levels

The fourth consideration is that the assessment instrument be capable
of estimating, with good accuracy, the locations of individual students cn
the main proficiency scales in terms of which the assessment results are
reported. This requirement must be met in order to report the proportion
of students at each grade level who exceed defined levels of performance on
these scales. This type of reporting was not possible with the ECS
assessment design, ana it is possible in the ETS design only indirectly and
with score attributions. In contrast, the type of instrument recommended
in Part II, Section 3, is capable of sufficiently acc*'rate estimation of
each student's location on the scale to support direct reporting of the
proportions of students in each performance category.

5. Performance anchoring of proficiency scales

A fifth consideration is that of interpretation of the assessment
scale. In order to avoid purely normative interpretation, the critical
points on the main proficiency scales should be "anchored" by empirical
studies that establish 80 percent probability of successful student
performance on realistic tasks related to the subject matter. An example
of an anchoring study might be the following. A subsample of students who
had participated in the group-testing assessment might be asl'ad, in an
individual testing session, to find a certain item in a mail-order
catalogue and phone in and order for it to a (simulated) operator.
Aggregated over a subsample of schools in several States, the results from
this individual test could be used to estimate the probability of
successful performance as a function of a student's location on the reading
proficiency scale. This function would then serve to define one of a
number of similar anchor points on the proficiency scale. Provision for
performance anchoring studies is recommended in Section 7, Part II.

In order to provide for objective and practical interpretation of the
proficiency scales, it is important that they are defined at each of the
three grade levels in the assessment (4, 8 and 12) and not, as in the
current practice, defined vertically over the corresponding wide age
range. Not only is such vertical equating virtually meaningless in a
subject such as mathematics, the content of which changes greatly over this
range, but the proficiency levels on such scales are too widely spaced to
be useful. Most fourth graders are necessarily at the lower levels of the
scales and most twelfth graders at the higher levels purely for
developmental reasons unrelated to the effectiveness of instruction.

6. Provision for multilevel analysis

A consideratiP, that has influenced the recommended design, and departs
from past NAEP 1,rocedures, is the provision for multilevel ralysis of the
assessment data. Although not reported directly, the estimated locations
of individual students on the main proficiency scales should be available
for statistical analysis by the National Assessment Center, the National
Center for Education Statistics, the departments of education of the
participating States, and qualified educational research workers.
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Moreover, scores at the school level should be available loth for the main
profi,:iencies and for detailed curricular objectives the:: can be assessed
only in group data. NAEP should employ the school as a unit of analysis
and reporting, and the assessment design should provide for efficient
estimation of school-level variation. To encourage the participation of
Jchools, summary reports of a school's performance compalt.sen with
national norms should be made available in a timely o those
schools that request them. At the State Pnd national level, distributions
of school means and other school-level - .tistics should be part of the
assessment reports in addition to the social group reporting typical of
past national assessments.

7. Interpretation

A final general consideration is that, in order to ensure prompt
release of assessment results, interpretation should be separates from the
reporting of current figures and their statistical significance. A
statistical _eport should be released early in September of the assessment
year. It should present ,ummary and detailed information in tabular and
graphic form, and should certify the statistical significance of trends and
differences. More studied interpretations and policy recommendations can
be deferreu to a lacer time and relegat d to other reports.

Part 2. Detailed Recommendations

1. Sample

1.1 Populations in participating States.

All public school children assigned to respective grades 4, 8 and
12 at the time of testing (February) will define the populations
for sampling purpc,!s.

1.2 Sample for State-level reporting.

Up to sixty in-scope studencs sampled randomly from each of the
three grade levels in each of 80 to 100 schools of a stratified
sample of schools in each participating State. Sample
stratification design should facilitate within-State comparison of
major school types (urban, rural, other) and major ethnic groups.
No school shall appear in the sample more frequently than every 4
years.

1.3 Scope definition.

A uniform definition of in-scope students and a procedure for
local identification of out-of-scope students should be based un
guidelines from the Council of Chief State School Officers.



1.4 State "buy-L.1 sample augmentations

St. as may purchase, at cost, samplit.g of any number of additional
s aools to provide reports for designated subpopulations within
the State.

2. Subject-Matter Allocation

2.1 The assessment cycle.

Within each school, two groups of up to 30 students will be tested
independently in the following fixed cycles of subject matters:

Year of 4-Year Cycle
A B

Group 1 Test 4: Mathematics

Test b: Physical,

Biological,
& Earth
Sciences

Group 2 Test c: Reading in
Science,

Literature,
& Social
Studies

Test d: History,
Geography,
& Literature

Test a: Mathematics

Test b: Social
Science &
Civics

Test c: Reading in
Science,

Literature,
& Social
Studies

Test d: Writing &
Language Arts

2.2 Domain eifinitior.-;

Domain definitions, including specification of content and process
categories, will be available to the public at least 1 year in
advance of testing in each of the subject matters. Domain
defiritions will be revised in not less than 12 years and not more
than 8 years from the most recent revision.

3. Assessment Instrumonts

3.' Item formats (for all subject matters except writing).

3.1.1 Brief-answer free response

Each student booklet of the assessment instrument will
contain 5 brief-answer free response items.
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3.1.2 Multiple-choice

Multiple-choice items will contain not less than 4
alternative answers. Examinees will be instructed not to
make blind guesses if they do not know the ans-7er, but -o
go on to the next item.

3.2 Sources of items

In addition to items written expressly for tLe State-reporting
assessment, items should be sought from the existing NLEP item
pools and from those of the State assessment programs and
international studies of school achievement. Items from State
assessments should not appear on State instruments that might be
administered to students in the sample for the State-t.e.porting
assessment of the same year.

3.3 Configuration of the cognitive instrument for all subject matters
except writing

Two-stage, multiple-matrix sampled instrument structured in each
subject-matter area follows:

Pretest: 16 items plus student background questionnaire (see
3.4). Neither the pretest nor the questionnaire is
matrix sampled.

Variant items: Two experimental items will follow the pretest
items on each questionnaire. These items will be used
for instrument updating (see Section 7.1).

Second-stage test: 48 to 64 items per booklet

Forms

1 2 3 4 5 6 7 8

Booklet 1. "Easy" + + + + + + + +
within 2. "Intermediate" + + + + + + + +
forms ?. "Hard" + + + + + + + +

Booklets within forms are linked by 32 common items per form.
Number of distinct items per form is 112. Number distinct items
required, including the pretest, is 912. There are no common
items between forms.

3.4 Writing and language arts

The writing and language arts test contains two sections:
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Section 1

Twenty objective items covering mechanics of writing (spelling,
punctuation, capitalization, grammar). A total of 480 distinct
items are assigned to 24 test booklets of the matrix sample.

Section 2.

Prompts for the writing test are classified by type of writing
(e.g., autobiographical incident, evaluation, story, etc.) Six
prompts for each of four types are randomly assigned to the test
booklets, one prompt per booklet. Each student writes a brief
essay in response to the prompt in his or her booklet. These
booklets also contain the 20 objective items on mechanics of
writing.

3.5 Content by process stru'ture of the test booklets for subject
watters other than writing

Items within each test booklet are classified by subject-matter
content and cognitive process. In so far as possible, each
booklet contains one and only one item representing each
intersection of the content and process categories. Each test
booklet replicates the item structure except for position within
the booklet: order of the ,:ontent by process subclasses identical
with forms but rotates from one form to another.

3.6 Background questionnaire

The assessment instrument includes the following questionnaires.
The lengths of the questionnaires should be adjusted so that the
times required for completion are as indicated.

1. Student: 20 minutes plus 20 minute pretest (se.3 3.1).

2. Teacher(s): -,ne Lour.

3. Principal: one hour.

4. District Superintendent: one hour.

Some items of the student questionnaires will be specific to the
subject matter of the assessment test that the student will be
administered.

Only one form of each of these questionnaires will be used as
appropriate for the subject matter of a particular assessment.
Item content should be coordinated with other educational surveys
such as H!,,,h School and Beyond (HSB), the National Educc..-ional

Longitudii.al Study (NELS) and the studies of the International
Educational Achievement Association (IEA).
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4. Administration of the Assessment Instrument

4.1 Testing rohditions

Students will be tested in groups of not more than 30 in a quiet
classroom reserved for that purpose.

4.2 Assessment representatives

An assessment representative will be present during all testing
sessions and will be responsible for 1) distribution and
collection of the booklets, pencils and scratch paper, 2) timing
of the test administrations, 3) dispatch of the completed test
booklets to the national or regional r nter, and 4) security of
all restricted materials.

4.3 Test administrators

Explanation of the tc...ting and reading of the test instructions
will be presented by a teacher or counselor assigned for this
purpose by the school principal. The test administrator will be
instructed by the assessment representative.

4.4 Assignment of the assessment representatives

Each State will provide the services of 12 to 14 assessment
representatives for a 3 day training period and 25 days at the
school sites. In so far as possible, the representatives should
come from communities in the State ttaL will minimize the need for
overnight travel to schools. Representatives should not be
regular employees of the schools they will monitor. The national
assessment center will be responsible for training the assessment
representative.

4 5 Testing schedule

Student time for testing is 2 hours divided between a morning Ind
afternocn session. An additional hour for oriention,
questionnaire completion and pretest is required on a day
preceding the main testing. The assessment representative must be
present on both days. The hourly schedule, which must be the sem(
for schools in all States, is as follows:
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Day 1 Day 2

10:00- Group 1 10:00-
11:00 am pretest 11:00 am

question-
naire

Group 1
Test a

11:00 am- Group 2 11:00 am- Group 2,
12:00 noon pretest

question-
naire

12:00 noon Test c

1:00- Group 1
2:00 pm Test b

2:00- group 2
3:00 pm Test d

4.6 Scoring the pretest

During the afternoon of Day 1, the assessment representative will
score the pretest and assign the second stage tests to the
students accordingly. At the same time, the representative will
check that the name field, sex and birth date entries are complete
and have them corrected if necessary.

4.7 Absent sr.ments

Ten altel_ students will be selected with the sample. These
alternates ray replace any student who is absent from testing for
reasons clearly unrelated to attainment (e.g.. verified illness,
accident not the fault of the student, death in the family, etc.)
Students absent on the first day only will be administered the
questionnaire and pretest during the first class hour of the
,cond-stage testing day. The assessment representative should
arrange to call back to the school to test any other absent
students on a later day.

4.8 Dates of testirg

All testing should be completed in the first 4 full weeks after
the 31st of January. Up to five additional days can be used for
call backs. Regular test days should be Mondays through
Thursdays; Fridays should be reserved for call backs.

141

14



5. Scoring the Tests

5.1 Brief-answer free response tests

Readers shoulc rate free-response items for quality or degree of
correctness on a scale with up to 7 ordered categories, as
appropriate to the particular items. Rating protocols for each
subject-matter area will be supplier by the national assessment
center, which -411 also train the readers. Readers can be engaged
by .he States, but their activities must be monitored by the
national assessment center.

5.2 Multiple-choice tests

5.2.1 Creation of the student-level response file

After scanning and cleaning of responses to multiple-
choice items, the pretest, questionnaire, and second-stage
item response are merged into the stuient-level master
file. Each record will include the 4.dentification of the
second-stage form and the assessment identification code of
the student and school. A roster containing these code
numbers will be supplied to the district superintendent, or
school director, in printed and machine-readable form.

5.2.2 Student-level scaling of main content and process
dimensions

Student-level attainment values on aefined content and
process proficiency scales within each subject-matter will
be computed from each booklet using a suitable and
well-fitting item response model. The model must
incorporate information from first- and second-stage item
responses and account for effecr3 of guessing. Standard
errors for estimatel student attainment values will not
exceed one-half standard deviation of the national
distribution for the corresponding scale.

5.2.3 School-level scoring of detailed content by process
categories

A school-level score for . .,h content-by-process
intersection in each test will be computed by aggregating
responses across forms and using a suitable and
well-fitting group-level item response model inc-Jrporating
pretest information and accounting for guessing.

5.2.4 Standard NAEP scales

The score for each scale will be reported as the true score
on a formally defined "ideal" test consisting of 500 items
conforming to a one-parameter logistic item response
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model with location parameters positioned at equal
intervals between -5.0 and 5.0 standard deviations of the
latent score distribution, and a slope parameter equal to
the geometric mean of the slopes of items of the actual
scale. For reporting purposes, these scores will be
referred to as "scale" scores.

5.2.5 The origin and unit of the scores in each scale

The origin and unit of the scores on each scale will be set
to 250 and 50, respectively, in the national sample
distribution in the first year of the assessment. The
origin and unit will be maintained throughout the tenure of
the scale in the assessment instrument (see Section
7.1 on instrument maintenance.)

5.3 Writing test

5.3.1 Reading and grading

Student essays will be read by a member of a writing team
trained in the grading of one of the types of writing. The
reader will rate the essay on several six-point scales with
defined ordered levels of attainment. Four to eight
scales measuring distinct aspects of of ective writing will
be defined. (See Section 7 on maintenance of the essay
grading procedure.) Readers may be engaged by the States,
but their activities must be monitored by the national
assessment center.

5.3.2 School-level scaling of the ratings

Essay ratings will be scaled using a schJol-level item
respollse model fur ordered categories common to all prompts
within writing type. The model will include a location and
slope parameter .1.-rf each item, and parameters for the
inteiaal boundarie- of the common categories. School-level
scale scores having the same properties as those of the
multiple choice tests will be computed for each scale ani
writing type. Mean schocl scores over writing types will
be computed with standard errors reflecting the sampling of
prompts within writing types, and the sampling of students
within schools.

5.3.3 Student-level information

For some purposes of secondary analysis, student-level
scores will be assigned to ratings as midpoints of the
score category, adjusted for the location parameter of the
prompt.
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5.4 Comparable scale units at student-level and school-level.

For the free-response and multiple-choice tests, the unit of scale
of the school -level scores is set in first assessment year so that
the residual variance from the regression of each scale on school
background characteristics is equal to the resietal variance from
similar regressions of the school means of student-level scores,
in the same content area and within subject matters.

5.5 Aggregation of student-level and school-level information.

Student-level scores are aggregated without weighting to obtain
school means, standard deviations and other school-level
statistics. The same scores are aggregated with State sampling
weights to obtain State means standard deviations, percentiles,
and other State-level statistics. State statistics are aggregated
to national means, weighted by numbers of students in the State at
the respective grade levels. School-level scores are aggregated
to the State level, weighted by the sums of the student-level
weights of the school at the respective grade levels.

6. ReportinR

6.1 Performance anchoring of proficiency scales

For each subject-matter except writing, relevant performance tests
will be administered to a 20 percent random sample of students
taking the assessment tests in 10 schools in each participating
State. Data from this collateral testing will be used to
detelaline "anchor" points on the corresponding subject-matter
assessment scales where 80 percent of students nationally exceed
defined performance levels (see Section 7.2).

6.2 Standard errors

All scale scores for individual students will be reported with
standard errors reflecting the sampling of items for the test
booklets. All summary scores for school, State and Nation will be
reported with standard errors reflecting the sampling of schools,
students, and items.

6.3 Report to the National Center for Education Statistics

On the day after Labor Day of the assessment year, reports of
means, confidence intervals, and distributions of student- and
school-level scores on the attainment scales will be delivered to
NCES in tabular and graphic form. Information concerning
Ldckground data for students, teachers and schools and their
relationship to the attainment data will be included. Separate
results for each participating State and a national summary will
be shown. Comparisons for previous years will be presented in
tabular and graphic form.
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6.4 Reports to State departments of education and to schools

On or about September 15 of the assessment year, State departments
of education in participating States, and district superintendents
of participating schools will be sent a report of content by
process scale-score distributions for the samples of students
tested in the schools. These scores hill be referred to
percentiles of the State and national distributions. Individual
students will not be identified in these reports. School level
scores for detailed content by process variables will also be
reported.

6.5 Data for linking the national assessment scales to those of State
assessment programs

Files containing student- and school-level scale scores, and
questionnaires data, identified by codes known to the respective
district superintendents or school directors, will be delivered to
the State departments of education in January of the year
following each assessment. These files are intended for use in
linking national assessment scales to those of the assessment
programs in participating States (see Section 7.4).

6.6 Secondary user files

Files containing student item responses, student- and school-level
scale scores, and questionnaire responses, with non-informative
studeLt or school identification, will be released to secondary
users in January of the year following each assessment. States
will be identified in these files.

7. TechnicAl Support

7.1 Assessment instrument maintenance

7.1.1 Free response and multiple-choice tests

A 5 percent probabil.ity sample of the national r.ssessment
data will be examined biennially for evidence of drift in
item locations on the assessment scales. Farameter values
in the psychometric scaling models will be adjusted if
necessary or items will be marked for replacement. Ten
percent of free-response and multiple-choice items will be
replaced with new items in each assessmert. The variant
items appearing with the questionnaire Fait, pretest of a
previous assessment ma be among those used as replacements
(see Section 3.3.).

7.1.2 The writing test

Twenty-five essays selected randomly for the two most
recent writing assessments will be randomly seeded among
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the essays read by each reader in the current assessment.
The origin and unit of each reader's scale scores will be
adjusted so that the mean and standard deviation of the
reader's scores on the seeded essays will equal their
previous values. Each reader must read approximately
equal numbers of essays written to each of the prompts of
scales scored by that reader.

Readers who are excessively deviant, and prompts that are
unproductive or inconsistently read, will be marked for
replacement. Twenty-five percent of essay prompts will be
replaced with new prompts in each assessment. Scale scores
of old prompts in the current assessment will be analyzed
in conjunction with scores based on re-reading of previous
essays to estimate and adjust for effects of exposure of
the prompts.

7.1.3 Questionnaire

Questionnaire items will be reviewed at 4-year intervals
for prod.(' ivity and relevance. Unsuitable items will be
replaced.

7.2 Performance test development

A performance test development team will function collaterally
with the assessment operation to study, prepare, analyze, and
train administrators of the performance tests used in anchoring
the multiple-choice assessment scales.

7.3 Scale validity and item writing technique

A team to investigate the construct and external validity of the
assessment scales, and to evaluate techniques used in item
writing, will function collaterally with the assessment operation.

7.4 Linking of national assessment scales to those of assessment
programs in participating States

The national assessment will supply, to State departments of
education, data files of State results in a form suitable for
predicting national scale values from data of the State assessment
program. The national assessment will provide States with
computerized statistical procedures for equating State and
national results.

7.5 Methodological development

A team functioning collaterally with the assessment operation will
investigate and develop new methods for the conduct of large-scale
assessment programs. Initially, priority will be given to 1)
character reading or computerized response modes to permit the use
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of free-response items in the assessment instrument, 2)
investigation of panel effects when the same schools are tested in
two or more assessments, and 3) sampling designs for best joint
estimation of student effects and school effects.

Part 3. Comments and Clarification

1. Sample

1.1 Populations in participating States

A strict grade assignment definition of the -npulatinns is recommended
in order to bring the assessment results into a closer relationship with
the instructional programs of the States. The age of the students will be
known from the background questionnaires and can be used in accounting for
student attainment in States with differing rules concerning age of school
entry.

The exclusion of private schools from the State-reporting assessment
may present serious difficulties for between-State comparisons.
Statistical adjustments to account for the varying private school
populations may be required for interpretatior. of differences between
States. Data on private schools from the National-NAEP cr other surveys
will be needed in this connection.

1.2 Sample far State-level reporting

The primary sampling unit will be schools drawn from lists of public
schools provided by the State departments of education. The sample should
be sufficiently large to provide reasonably accurate estimation of
within-State comparison of major school types, classified as "urban,"
"rural," and "other," and of major ethnic groups when sufficiently
represented within the State.

If the same school is selected for the National-NAEF and the State
reporting NAEP, the National-NAEP should have priority. No school should
appear in the sample of either of the assessments more frequently than
every 4 years.

Sampling of students within the schools will be carried out by the
National Assessment Center from rosters provided by the selected schools.
Number of schools in the sample and the number of students per school will
be determined so as to minimize the cost of obtaining a specified standard
error for the estimated State mean.

The definition of which students are untestable and thus out of scope
for the assessment must be defined at the national level and applied
uniformly in all States. Guidelines set by the Council of Chief State
School Officers should be followed in identifying students unable to take
the test for reasons of physical or psychological limitations, or inability
tc read English.
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1.3 State "buy-in" sample augmentations

States should be permitted to pay for the sampling of additional
schools up to and including a census of all schools in the State, if they
so desire. In the latter case, a unit of the assessment dedicated to the
State would probably have to be organized, but this level of testing should
perhaps be postponed until the basic State-reporting assessment is in
stable operation.

2. Subject - Master Allocation

2.1 The assessment cycle

The pending legislation proposes a biennial assessment in which
Mathematics and Reading appear each year, Science and History, Geography
and Literature every 4 years, and direct Writing assessment every 6 years.
These are minimum requirements. The cycle recommended in 2.1 exceeds these
requirements in that all of the subject matters are brought within a 4-year
cycle. As mentioned in the introduction, in order to maximize cost-benefit
from recruiting and visiting schools, the information return is increased
by testing two independent gru.'ps of students in two of the assessment
subject matters, one of which is either mathematics or reading, which must
appear in each assessment. In addition, each of the groups is tested in a
second subject matter that differs in the "A" and "B" years of the 4-year
assessment cycle. This allocation scheme covers all of the required
subject matters in the fewest feasible school visits.

2.2 Domain definitions

Within each of the six subject matters of the assessment, it is
recommended that a detailed domain specification, based on a content by
process classification of curricular objectives, be released publicly well
before the testing in each area. Comment and suggestions on the
definitions should be received and taken into account before the final
version of the assessment instrument is completed and adopted. It is not
expected that these definitions will change at every assessment. Indeed,

it is recommended that, in order to protect the assessment from the
short-lived fads and enthusiasms characteristic of the educational field,
definitions not be revised more often than every 8 years. Nevertheless, to
provide for genuine progress in the domain definitions, revisions should be
required at least every 12 years.

3. Assessment Instruments

3.1 Item formats

3.1.1 Brief-answer free-response

To prepare the way for reduced reliance on multiple-choice items as
technology permits, each booklet of the cognitive assessment should contain
five brief-answer free-response items. These types of items are most useful
in measuring higher-order reasoning processes, where the response may
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reveal not Jur*. correct or incorrect knowledge, but the degree of
understanding or originality.

3.1.2 Multiple-choice

To control effects of guessing, the multiple-choice items should not
employ less than four alternative answers, one of which is unequivocally
correct. It is not recommended that the alternative "none of the above" be
used as an additional option. Examinees should be instructed not to guess
but to go on to the next item if they do not know the answer. In this way,
the student has the opportunity to go back to an omitted item if here is
time during the testing session.

3.2 Sources of items

In order for the assessment in each subject-matter area to represent
the domain adequately, considerable numbers of items may be required. It
is not nece.sary, or even desirable, that all of these items should be
written expressly for the State-reporting assessment. Many suitable, items
already exist in the item pools of the State assessment programs and other
testing efforts. Large numbers of items can be donated by the States,
classified and entered into an information system that would make them
available for instrument development, The same items should nut, of
course, appear simultaneously on State instrument and national instruments
that might be taken by the same students during an assessment year.

3.3 Configuration of the assessment instrument

It is proposed that the cognitive assessment instrument be structured
as a two-stage test, with a 16-item first-stage test to be administered
along with the student background questionnaire on the school day preceding
the second-stage test. The first-stage test will be scored with the aid of
a scoring template by the assessment representative for the school, and an
"easy," "intermediate," or "hard" second-stage test assigned co each of the
selected students accordingly. Procedures fir this purpose have been
extensively investigated in Illinois and California, and have been found to
improve substantially the quality of data obtained from assessment tests.
(Reports of these studies are available from the Center for Research in
Evaluation, Standards and Student Testing (CRESST), School of Education,
UCLA.)

To provide a high level of generalizability of the domain mean scores,
it is recommended that at least eight forms of the assessment test in each
subject matter area, each consisting of an easy, intermediate and hard test
booklet (a total of 24 booklets), be constructed in each subject matter
area. Booklets within forms are linked by common items, but are not so
linked between forms. Because the forms are assigned in random rotation
to each second stage group, the common population method provides for
equating of forms. Booklets are scaled by means of an item response model
that includes the common and unique items.
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If 4R items can appear in each second-stage test booklet, for example,
each of the 8 forms might then 'lave 112, unique distinct items and 32
common or linking items. The number of distinct items required for the
instrument, including the pretest, would therefore be 912.

It is also recommended that two experimental items, called "variant"
items, be included as items 17 and 18 of the pretest. These items wir_ be
different on each of a number of pretest booklets, which in all other
respects will be identical. The purpose of including these items is to
provide estimates of their psychometric characteristics as a basis for
replacing items retired in future assessments.

3.4 Writing and language arts

Although productive writing proficiency can only be tested by some form
of written essay, knowledge af the mechanics of writing, including
spelling, punctuation, capitalization and grammar are better and more
economically tested by objective items. The writing and language arts test
should therefor- consist of two sections: 1) a brief objective test of
twenty items matrix-sampled from f total of 480 distinct items and assigned
to each of 24 test booklets, and 2) a prompt for the writing exercise. The
first section, which might take the form of a proofreading exercise, should
be separately timed, require no more than 10 minutes, and should precede
the writing exercise.

The students should write in response to prompts sampled from four such
types of writing as autobiographical incident, report, evaluation, and
story. Six prompts in each of these four types of writing, 111 previous'y
tested fur productivity, can then be randomly assigned to the test
booklets. Each student should have 40 minutes to write a brief essay in
response to one of the prompts. These recommendations are patterned after
the California Direct Writing Assessment.

3.5 Content-by-process structure of the free response and multiple choice
test booklets

In each of the subject-matter areas except writing and language arts,
items within each test h' filet should be random replications of a fixed
subject-matter content by cognitive process classification. The main
content and process categories define dimensions for a joint estimation of
content and process proficiencies based on responses wit'-in each student
booklet. In addition, each content by process intersect. or subclass of
the two-way classification, can be scored at the school-. ' by

aggregating responses across test booklets to items in eacr the
intersections. This method of structuring assessment instrumeh,s, studied
by Bock and Mislevy , provides both for assessing proficiency in main
content and process dimensions at the individual student level, and for
assessing attainment in detailed topics and skills in the curricular
objectives at the school level. Both types of information are needed for
the widest use of the assessment data. (See Bock and Mislevy, 1988)
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3.6 Background questionnaire

The assessment instrument includes several questionnaires for obtainirv,-,
background and other nonnugnitive information about students, teachers, and
the school. The student questionnaire precedes the pretest fn the pretest
booklet. Each booklet contains exactly the same questionnaire Items, but
the questions may refer to th specific ...ubject matter of the assessment.
The pretest items are also specialized through the subject matter areas
that the student will take in the second stage testing.

Teacher, principal and district superintendent questionnaires contain
items intended to elicit information #..bout the school resources and
programs. The content of these questions should be coordinated with other
national surveys of school characteristics.

4. Administration of the Assessment Instrument

4.1 Testing conditions

Testing conditions should conform to those typicalls, required for
achievement testing--freedom from distraction, good lighting, comfortable
seating and adequate space between students.

4.2 & 4.3 Assessment representatives E test administrators

Ic is recommended that the adminis ration of the assessment tests be
conducted by two persons: 1) al assessment representative hired by the
State testing director, but trained by the National Assessment Center, and
2) a test administrator assignqd by the principal of the school. The
assessment representative will instruct the test administrator and handle
procedural steps in the distribution of booklets, timing of the
administrations, and will ensure that acceptable conditions of testing and
security for all test materials are maintained. The purpose of using a
local test administrator is to facil:_ate communication with tha students
in the orientation and reading of instructions and also to avoid the
well-known "substitute-teacher" effect when an unfamiliar person takes
charge of a group of students, especially younger students.

4.4 Assignment of the assessment representatives

Testing director of participating State should arrange for 12 to 14
capable workers to spend approximately 6 eks, beginning the last week of
January and ending the first week of March, coordinating the monitoring of
testing in the schools. One source of these representatives might be
residents of the States who are part-time field workers of National Survey
organizations. Another might be professional substitute teachers. They
should be chosen from communities strategically situated in the State to
minimize travel and overnight stays. Travel and accommodations within the
State will be necessary, however, for a 3- or 4-day training period to
precede the testing. These sessions will be conducted by personnel of the
National Assessment Center.
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4.5 Testing schedule

Testing at each school extends over 2 days: on the morning of the first
day, two 1-hour sessions are devoted to the orientation of Lhe selected
students, administration of the student backgro"'d questionnaire, and
administration of the pretest. Half of the students selected in the school
are tested in each of these sessions. The two groups take different
second-stage tests on the next day, and so receive different pretests on
the first day. The questionnaire, however, is common for all students
apart from the variant items and questions relating to the subject matter.

On the second day, the two groups assemble once in the morning and once
in the afternoon for 1-hour periods devoted to the second-stage test.
Fifty minutes must be available in these hours for students actually to
work on the tests. If there are any delays, these sessions must go
overtime.

4.6 Scoring the pretest

During the afternoon of the first day, the assessment representative
will score the pretest using a stencil provided for that purpose. In no

case will more than 60 tests need to be scored, so that the task can be
completed in about 2 hours Representatives should also check that
essential information on the questionnaire has been coded by the student.
If not, the students can be contacted the -irst hour of the second day for
corrections.

4.7 Absent students

It is permissible to make use of alternate students, chosen at the time
the sample of students drawn, as substitutes for absent students,
provided the reason for the absence is not related to school attainment. A

list of admissible reasons for absence with substitution should be provided
to the Assessment Representatives. For those student absent without an
admissible excuse, every effort should be made to arrange retesting on a
later day. For this purpose. the nrete..,t can be given during the first
hour of the day so that testing can be completed in 1 day.

4.8 Dates of testing

It is important that dates and times of testing coincide ^s closely as
possible between States. Assuming a maxim..n of 100 schools tested per
State and the availability of 14 Assessment Representatives, the testing
could be completed in a four-week period with each representative testing
two schools per week, preferably on Monday/Tuesdays and Wednesday/
Thursdays. Friday can then be reserved for callbacks to test absent
students. On this schedule, all schools could be tested in a 4-week period
during February. These dat-is of testing would interfere least with the
State testing programs and other scheemled activities cf students during
the Spring.
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Scoring the Tests

5.1 Brief answer free-response tests

The brief-answer items will have to be scored by readers trained for
this purpose. State Testing Directors should retain persons for this
purpose. Assuming five such items per test booklet and a State sample of
at most 6.000 students, 12 readers could easily complete this work in 10
working days. The readers would have to be trained and the quality of
their work checked by the National 2:ssessment Center. It is highly
desirable that brief-answer questions elicit responses that can be graded
ty quality or degree of correctness. Such items are rated on a seven-
category ordinal scale. Each item will then convey approximately the same
information as six multiple-choice items.

5.2 Multiple-choice tests

The scoring of the multiple-choice tests is almost entirely automated
and can proceed quickly once the computer procedures are fully developed.
The necessary computer programs are available either from the existing NAEP
operation, from tate assessment programs, or by license from commercial
test scoring companies. The statistical and psychometric procedures for
scoring the two-stage tests are now well documented and will not be
commented la in detail here. The main innovation of this section is 1)
provision for conjoint scoring of the content and process dimensions of the
cogniti.7e instrument by means of a suitable item response model (Section
5.2.2), and 2) scoring for detailed curricular ob' ctives by means of a
group level item response model that aggregates ihormation across test
booklets. (Section 5.2.3.)

It is recommended that the scale scores computed using such models be
defined in the manner of the present NAEP proficiency scales. That is.
when the test is initially introduced, the mean will be set to 250 and the
stanaard deviation to 50 in the national student population at the
respective grade level. (Sections 5.2.4. and 5.2.5.)

5.3 The writing test

As discussed in Section 3.3, the writing test has an objective section
on mechanics of writing that will be scored by machine methods. The second
section, however, is a student essay that must be graded by human readers.
Teams of readers must be organized and trained for this purpose. In the
California Direct Reading Assessment, for example, teams of approximately
50 readers are trained in the reading of each of the distinct types of
writing. Inasmuch as able readers can easily read and grade 60 essays per
day, and only 3,000 students per State patticipate in the reading
assessment, five readers in each State could complete the grading of the
writing exercises in 10 working days. These readers could be retained by
the State testing director, but trained and checked for quality by the
National Assessment Center. Maintaining the consistency of grading from
one assessment to the other by randomly including for re-reading essays
from previous assessments is discussed in Section 7.
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Two methods of scoring the writing exercises are recommended it
Sections 5.3.2 and 5.3.3. For the California Direct Wr..ting Assessment, an
item-response model has been developed for scoring the graded responses at
the school level by aggregating over the matrix sample the prompts in the
test booklets. This type of scoring allows for replacement of a proportion
of the prompts in each assessment in order to prevent their over-e:_posure
nationally and to permit release of some prompts and writing examples for
public discussion.

In addition, because of the graded scoring (.,f the essays, values can be
assigned to the score categories that make it possible to employ the
response to the single prompt for the analysis of data at the individual
student level.

5.4 Comparable scale units at the student level and a, the school level

An essential feature of the scoring procedures proposed here is that
proficiencies in the main content and process categories are estimated for
individual students and subsequently aggregated to the school, State, and
national level. At the same time, attainment in detailPd subclasses of the
content by process classification is scored at the school level, directly
aggregating responses to items in that subclass across test booklets.
These types of scores, which are essential for curriculum decisions and
guidance of instruction, are then also aggregated to the State and national
level. To simplify reporting, these two types of information should be
expressed in scales with the same origin and unit of measurement. The most
straightforward way of providing the equating of scale is first to set the
student-level scales to a mean of 250 and standard deviation of 50 in the
national population, then to adjust the mean of the school-level scales to
equal that of the individual-level scales, and finally to adjust the unit
of measurement so that the residual variance of the model predicting school
performance from background characteristics is equal for the two types of
scale. These equatings are performed far each content area within the
various subject matters.

5.5 Aggregation of student-level and school-level information

Because students within schools are chosen by simple random sampling,
student-level information may be aggregated without weighting to obtain
means and standard deviations for the schools. The schools, however, will
typically be selected into stratified samples in order to insure better
estimation for certain subpopulations within the State, and thus require
weighting of student-level data to estimate the State average. Case
weights for this purpose should be assigned to each student-level data
record. School-level scores can then be aggregated to the State-level
weighting by the sum of the student-level weights in that school at the
grade level. All State-level statistics are then correctly weighted and
can be aggregated to the national level, weighting by the numbers of the
students in the Slate at the grade level in question.
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6. Reporting

6.1 Performance anchoring of proficiency scales

As mentioned in tha introduction, the interpretability and practical
relevance of the assessment scales will be greatly enhanced by a collateral
program of performance testing carried out by a special team from the
National Center. Members of the team will select schools from the
assessment and carry out individual performance tests on a subsample of
students who have previo'&sly taken the regular assessment tests. In
performance testing, a so-called "work sample" analysis is used to define
tasks that are in closer correspondence to real-world situations than are
typical multiple-choice items.

Because performance tests require actual production from the student
and not merely choices among preconceived alternatives, the administration
and scoring of the test can be time consuming and expercive. The cost can
be justified, however, because the program will demons, ate to the school
the importance placed on evaluation of performance and products and not
merely on the recognition skills tested by multiple-choice items. At the
same time, performance testing provides the objective criteria by which the
proficiency scales from the assessment (except for the reading test which
is already a performance measure) can be given a concrete meaning. For
each performance task, the probability of success can be expressed as a
function of the student's location on the proficiency scale from the main
assessment. The location on the scale where this function reaches 80
percent then defines an anchor point on the assessment scale. Any stueent
located above that point has an 80 percent probability or better of p ?ssing
the performance test.

6.2 Standard errors

Although it is not always made explicit, the procedures for a sampling
assessment involve a three-stage sampling scheme. First, the schools are
sampled, possibly in a stratified manner according to school
characteristics, then students are sampled within grade levels, and finally
an assessment booklet that samples items from the domain is assigned
randomly to the student. Because the inferences to be drawn from the
assessment data refer to all three of these populations--the schools, the
students, and the item domains--it is important that a fully specified
error model be employed when estimating standard errors for State and
national means and other statistics.

6.3 Report to the National Center for Education Statistics

A much greater effort than in past assessments must be made for timely
delivery of State and national results. A statistical report, including
point estimates of all relevant statistics, confiaence intei fals, and
estimated distributions for scores both at the student and school level,
should be delivered to NCES by the day following Labor Day of t1-e
assessment year. If all scoring and data processing procedures are in
place, the 6 months between the completion of testing the first week of
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March and the first week of September wou...d be sufficient to deliver a
statistical report. State assessment programs based on a census of every
student at several grade levels are able to deliver results in this time
frame or better. It should also be possible for the national assessment,
especially if more elaborate interpretative reports are postponed to a
later date.

6.4 Reports to State Departments of Education and to schools

To better motivate participation in the assessment, schools that so
request should be sent a computerized report of score distributions for
their school expressed in percentiles of the State and national
distribution. These reports can be similar to those of State assessment
programs reporting by echool, and copies of the report can be sent to the
corresponding State departments of education.

6.5 Data for linking the National Assessment scales to those of State
Assessment programs

For those States that conduct an al/-student assessment census at the
same grade levels as the State - reporting assessme.it, it is possible to link
the scales of the State assessment grogram to those of the national scales
by matching the NAEP data file for the State with the individual student
file of the State assessment program. Matching is done in the following
way. When NAEP tests in a school it leaves with the school a roster of
NAEP identificatior numbers for students who are tested. Although NAEP
does not retain a copy of these rosters, and thus does not know the local
identity of the students, the NAEP ID numbers appear on the case records in
the NAEP internal files. With the cooperation of the schools, the State
assessment program tan obtain the school rosters and match their student
case rec,,LJ numbers with the NAEP ID numbers. Once these matches have been
made, it is a fairly simple metter to develop equations predicting scores
on the national proficiency scales, from ote or more students' scores in
relevant subject matter areas, from the tests administered by the State
assessment program. By means of these equations the much more detailed
State -level results provided by the State assessment program can be
expressed in the units of the national -ssessment scales. This procedure
is an alternative to augmentation of the State sample in order to provide
within State comparisons. (See also 7.4.)

6.6 Secondary user files

Many of the policy-relevant analyses of national assessment data must
be made by secondary users in the univ-rsities and research institutes from
data files provided for this purpose. cause such analyses are often
difficult and time consuming, it is essential that the user files be
available in a timely manner, preferably by the Je-mary following the
assessment year. These files should contain studeuL-level item responses,
student- and school-level scale scores aid all questionnaire responses.
They would not identify students or schools but would be organized by
identified States.
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7. Technical Support

7.1 Assessment-instrument maintenance

7.1.1 Free-response and multiple-choice tests

Provided the item content is not radically altered, item response
theoretic methods make it possible to replace a number of items in an
established scale without losing comparability with previously computed
scale scores. The use of these methods in a continuing assessment program
is necessary as items become obsolete and must be replaced and are released
to the public for illustrative purposes. As a matter of policy, perhaps 10
percent of the free response and multiple choice items in each subject
matter area should be retired after each assessment. Ir order to provide a
pool of pretested replacement items for this purpose, a ew so-called
'variant' items should be added at the end a number of forms of the pretest
booklet as described in Section 3.3. In addition, statistical procedures
for examining the parameters of retained items, especially analyses for
predicting drift of Item locations on the assessment scales should be
routinely carried out after each assessment- Items that are changing
excessively can then be rLplaced, Gr their parameter values adjusted to
account for drift. (See Bock, Muraki, and Pfiffenberger, 1988.)

7.1.2 The writing test

The writing exercises present specie.. problems for maintenance because
both the effects of exposure of the writing prompts and changes in the
standards of reading must be accounted for. Moreover, a special type of
item-response model applicable to graded ratings of the written essays must
be employed so that new prompts can be introduced, and old prompts retired,
withcut changing the interpretation of the writing proficiency scale.
Procedures developed for the California Direct Wr4.ting Assessment could be
used for this purpose. Reading standards are checked and accounted for by
including in the readings for the current assessment a small proportion of
essays from previous assessments. Ideally, the reader should not know
whether they are reading a new or old paper. The new scores on the old
papers can then be compared with previous scores in order to estimate and
correct for any changes of performance of the reading teams. Once these
checks and corrections have been carried out, average scores for old
prompts in the current assessment can be examined in relation to those of
the new prompts and values from previous assessments in order to detect
possible effects of exposure of the prompts and coaching.

7.1.3 Questionnaire

Questionnaire items will need to reflect to some extent changing
theoretical interests among educational researchers. Revision of the
qu--tionnaire at 4-year intervals should be sufficient for this purpose.
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7.2 Performance-test development

The recommendation is that a performance testing unit, with continuing
funding, will function colleterally with the main assessment program,
develo2ing performance tests in the various subject matter areas and
administering them in special individual testing sessions iA participating
schools, following the main assessment. As suggested in Part I, results of
this type of testing can play an important role in establishing the
practical meaning and validity cf the assessment scales.

7.3 Scale validity and item writing techniques

The procedures and item content of the assessment should keep abreast
of new developments it the fields of curriculum and cognitive science that
have implication for construct validity and item writing techniques. The
budget of 'the assessment operation should include funds to support
continuing studies in these areas, possibly through grants to research
centers and universities.

7.4 Linking of national assessment scales to those of assessment programs
in the participating States

As discussed in Part I, detailed infc-mation about subrupulation or
program effects within States could be obtained by augmenting the State
reporting assessment. If the State already has a "census" assessment in
which all students are tested, however, a more economical appruach would be
that of linking the scales from the State assessment program with those of
the national program, so that within State results could be compared with
the Nation or with those of other States. Relating the State scales to the
national scales is straightf,Jrward if records for students within the
States who have participated in both the national and the State assessment
can be matched as described in Section 6.5 of Parts II and III. From the
matched files, stardard statistical procedures for estimating linear
relationships can be applied in order to predict scores on the national
scales from those of the local State assessment program. At the a gregate
level of districts, programs, or subpopulations, these predictions can be
quite accurate. They would enable the State to compare specific within-
State data to national performance, or to that of other States who have
carried out similar linkirg erocedures.

7.5 Methodological development

Because changing concerns in education and new technology will require
the assessment procedures and materials to evolve over time, it is
important that funding be available for continuing methodological
development. Especially important are orderly methods for making
procedural changes within the assessment without losing continuity in the
assessment scales. The general principle should be that any proposed
innovation be developed in prototype and tested concurrently with the
existing procedures. These tests are perhaps best carried out by over-
sampling students in a sample of larger schools throughout the Nation and
assigning, within those schools, halt cf the students to the old procedure
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and half to the new procedure. The data from these trials, paired by
school, would then provide a sensitive test of differences in the procedure
and would estimate the effects required to equate the new and old reporting
scales.

A high priority task for the development team should a7so be the
exploitation of new computer technology to permit more flexible response
modes than is possible with the simple mark-sensing equipment now employed
to score multiple-choice items.
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Measurement Objectives for
State Assessments by NAEP
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Policy Context of State-NAEP Assessments

According to the Federal legislation for State-by-State NAEP
Assessments and perspectives of the National Governors Association and the
Council of Cniei State School Officers, the State-NAEP Assessments will
take place in a policy context. These sources suggest that the purpose of
State-NAEP Assessments is to obtain measures of educational achievement in
order to inform and focus discussion and debate regarding educational
policy for the improvement of schooling

The State-NAEP Assessments are intended to provide comparisons of
educational achievement across States. They are also expected to provide
comparisons across time within a single State. Beyond these normative
data, dJscriptions of achievement in absolute terms will be obtained.
Statistics will describe how well students are accomplishing educational
objectives in reading, writing, math, science, geography, history, and
literature.

Assessment in a policy context implird that the results will be used
for quality control of the educational system. When assessments are used
for discussion about poli,ies for school improvement, the primary issue is
usually identifying and allocating educational resources. If educational
administrators and political leaders judge achievement to be unsatisfactory
or inadequate, increased funding, personnel, training, or other resources
are usually devoted to the identified problem. The problem area may
consist of a school subject such as reading or science or a subpopulation
such as low income students that will be targeted for special programs.
Resources may be reallocated toward development of specialists, improvement
of learning materials, changes in scheduling, increases in classroom time,
inservice teacher training, local educational assessments, school
organization (schools within schools), parent involvement programs, and
others (Cohen, 1988).

Policy shifts are fundamentally directed to improving student
learning. Student achievement is the most appropriate go'l of policy
initiatives. In the State context, assessments can have substantial impact
on instructional goals and curriculum objectives. As Connecticut's
Commissioner of Education, Tirrozi (1985) states, tests become goals for
instruction when schools are held accountable for performance on them.
Further, as Railsback (1987) claims, the measurement objectives of NAEP are
attractive to practitioners because they are developed from a broad base by
reputable leaders. As a consequence of these turces, it is highly likely



that the measurement objectives of State-NAEP will impact the educational
objectives of States, districts and schools.

Interactive Models of Knowledge and Cognition

If State-NAEP takes a leading role in directing student learning, the
measurement objectives of State-NAEP should reflect the contemporary
research on student learning and cognition. If assessment is to influence
the nature of teaching, then what is known about learning and cognition
should influence the design of the assessment.

Seven years ago, Glaser (1981) predicted that cog ,..eve science would
soon be in a position to inform psychometrics. By describing the nature of
expertise in an area such as text comprehension and math problem solving,
cognitive psychologists could describe the more and less important
components of processing and the relationships among them. This information
could lead to specifications for more accurate and valid tests. Since
Glaser's forecast, substantial progress has been made in reading, math,
writing, problem solving and knowledge acquisition.

A fundamental quality of *he scientific models of proficiency in these
domains is interactivity. That is, cognitive components of processing in
reading, math, problem solving and knowledge acquisition are interdependent
and mutually reliant. Examples will be given briefly in reading and math.

Several chapters in the Handbook of Research on Reading illustrate the
interactivity among the following:

1. Background Knowledge
2. Metacognitive Processes
3. Paragraph Comprehension
4. Inferencing
5. Sentence Comprehension
6. Vocabulary Knowledge

The naive viaw of these processes is that the higher-level operations such
as gaining knowledge from reading or performing metacognitive operations,
are derende_x on lower level operations such as knowing vocabulary or
sentet . comprehension. Interactive models, however, specify reciprocal
influence. Processing is top down as well as bottom up. The literature is
replete with examples and experimental evidence. Knowing the meaning of a
word determines comprehension of the paragraph, but also comprehension of
the paragraph determines the depth of understanding and learning of the
words within it.

The interactive models suggest that components cannot be measured
accurately in isolation. One cannot measure the 1)- ficiency of higher-order
skills withou. being certain that lower-order skills are attained to a
sufficient level; and one cannot determine the mastery of lower-order skills
without an estimate of the level of higher-order skills which influence
them. As a consequence measurement. of these processes must be unified and
simultaneous. Separation of processes within reading is theoretically



indefensible.

Mathematical proficiency has been construed as four classes of knowledge
by Leinhardt (1988). These are depicted as interactive components of
mathematical understanding.

1. Principled conceptual knowledge
2. Computational knowledge
3. Concrete knowledge
4. Intuitive knowledge.

Without extensive definitions and elaborations, principled knowledge
consists of the mathematical propositions that justify or constrain
procedures. Computational knowledge is the procedural knowledge of the
algorithms and operations such as addition and multiplication. Concrete
knowledge is understanding of nonalgorithmic systems such as pie drawinv to
represent fractions. Intuitive knowledge is real-life understanding of
quantitative circumstances, slch as how to avoid being cheated in a game
that involves numbers. The acquisition of these processes over time during
instruction illustrates that they are interdependent. One cannot be
"mastered" before others are raised to sufficient, supportive levels. Full
maturity of any one process relies on proficiency of the others. As a
consequence, assessment of these processes must be simultaneous and
dynamic. An assessment model that assumes independence among processes is
not likely to provide a valid representation of mathematical understanding
(Carpenter 6, Peterson, 1988).

Validity of State-NAEP Tests

The information that is inherent in the interactive models of reading or
math has implications for State-NAEP assessments. The primary implication
is that the measurement objectives should represent the interactive models
of the domains being tested. In particular, construct validity should be
maximized.

The State-NAEP should be oriented to the goals of describing student
c_mpetence and assessing program effectiveness. It should not attempt to
provide diagnostic information that will be used to prescribe differentiated
skill instruction for individual students. For these pi "poses Cross and
Paris (1987) recommend that construct validity is an essential property. 'n

their view tests such as State-NAEP should measure the content domains and
cognitive processes broadly and deeply as they are understood by experts.
For example, a measure of problem solving in math that has construct
validity will fully tap the cognitive operations of problem solving as they
are defined in the research literature and broadly sample mathematics as it
is mapped by content experts. Mere prediction of these competencies via
highly correlated tests will not be sufficient.

Test developers often attempt to maximize construct validity by
following the scheme described by Haertel (1985). Haertel recommends a
three dimensional framework consisting of: 1) Contents. This may include
subtopics in a field such as history or subdomains in a field such as
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mathematics. 2) Processes. This refers to the cognitive operations such
as recall, computation, inference, or problem solving, etc. that is
expected for a specified content. 3) Contexts. This refers to whether the
task is typically performed at home or school, whether it is speeded or
unspeeded, whether it is aided with feedback, etc. A test that is
representative of these three dimensions is regarded as having construct
validity. Another use of the term construct validity refers to the extent
to which the tactor structure (of items on a test or subtests on an
assessment) is consistent across age groups, ethnic groups or other samples
of the population. This latter use of the term literally refers to
consistency of the measure of the construct across subgrouts and will not
be emphasized in this discussion. In this paper the term construct
validity emphasizes the extent to which the measure reflects current
theoretical understanding about content and process of the achievement area
being measured.

Separatim content and process. Scores in a content area such as
history should not be influenced by whether students are good or poor
readers. Likewise, an assessment of a process such as reading or critical
thinking should not be contaminated by variations in content knowledge
required -o perform the assessment exercises. This point .seems
exceptionally elementary. It has not been accounted for, however, in
previous NAEP assessment=. The history and literature tests for 17-year-
olds required high levels of reading (Ravich & Finn, 1987). While the
authors claimed that students seem to lack knowledge of history, the
students may lack sufficient reading skill to exhibit their knowledge on
the test. There was no control for readability of the items. It is
probable that the bottom quartile of students according to a reading
measure were unable to read well enough to perform the items and that they
likely depressed the scores of the population. At the same time, reading
measures in NAEP have not consistently used highly familiar content in the
exercises. Consequently, students who lacked broad general knowledge may
have been disadvantaged on the reading assessments of the past.

Separating content and process does not occur automatically using a
content and process matrix. Summing performance on items in a content
category across process categories will result in the contamination of the
two as has prevailed in the past. To distinguish content and process,
exercises must be individually constructed to meet the simple requirement
that there are low process demands for content measures and low content
demands for process measures. Scores on an assessment of history knowledge
should not be contaminated by variance in processes such as reading
inferencing, critical analysis or metacognition. Likewise, scores on an
assessment of critical thinking or problem solving should not be confounded
with content that is known by some students and unk,!owl1 co others. To
optimize construct validity of State-NAEP assessments, the measures of
process and content should be more distinct from each other than they were
in previous NAEP assessments.



Content Validity

When assessments are used for State comparisons, the dissimilarity of
curricula in subjects such as history, literature, science, math, geography
:4! civics raises the probltm of content validity. Universal comparability,
or curriculum equity, requires the "least common denominator" approach in
which objectives common to all States are tested. This criterion leads to
a narrow and possibly regressive assessment and fails to spur schools
toward expansion and extension of education. The second basis for content
validity of an assessment is expert judgment. A select group of experts
highly reputed in each content doma4n, for example historians, write the
specifications for topics and subtc -..cs in that domain. This criterion may
lead to a high level of curriculum-test alignment in a few States but lower
levels will be seen in other States. Thus comparability of the assessment
may be compromised. If substantial agreement among participat4ng States is
obtained for objectives that are proposed by experts and professionals,
hovaver, the assessment will represent desirable content. It will be valid
by the standard of expectations and ideals of professionals, though it will
not be strictly equitable for existing curricula.

A third approach to content validity is based on a composite. Two
groups of e)jective: are identified and combined. The first is the set
that is contained in the vast majority of teaching p'ograms, i.e., the
least common denominator. The second is the extension that is needed to
satisfy the expert specifications. Both sets could be administered;
separate scores and a total score could be obtained. State comparisons
could be provided for the core, for the extension, and for the total. This
provides assessment of student knowledge on what is taught (core), what
should be taught (total), and what should be added to the existing
curriculum (extension). Each State will be comparable in terms of the
curriculur using the core assessment, and comparable in terms of
professional expectations using the total assessment. The composite
permits tle strength of both approaches to be incorpo: ted.

Construct Validity

Interdependences of proce:.,0s. To establish construct validity for
measures of process the implications of models of cognitive processing
should be considered. These models suggest, for example, that competence
in text comprehension requires wo,d knnwledge, sentence comprehension,
intertext inferencing, monitoring for misunderstanding, and the use of
previous knowledge to understand new ideas. Experimental evidence shows
that prrficicncy in one process enhances perrormance in other processes
(Pearson, 1984). A psychometric prediction from these theoretical models
is that processes of reading comprehension will be correlated. Zwick
(1987) tested this prediction by assessing the dimensionality of NAEP
reading data. She used tLe 1983-84 NAEP data for 9-, 13-, and 17-year-
olds, including about 26,000 students per group. About 100 multiple choice
items per grade were analyzed. Account was taken of the BIB design.
Ac;ording to two procedures, principal components analysis and full-
information factor analysis, the test appearea to be unidimensienal. One
factor solution was optimal in both cases. Although the test contained
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items measuring literal comprehension, inferential comprehension and
interpretation, the items tended to form a single factor. This
unidimensionality is predictable from the cognitive models of reading.

Models of mathematical thinking contain interactive cognitive
processes. From these models, it can be predicted that NAEP math
assessements will reveal interdepandences among process. Suchner (1988)
reanalyzed the 1985-86 assessment for 13- and 17-year-old students, with
over 25,000 per group. Process obiectives were. 1) skill in mathematics,
2) knowledge of mathematical concepts, 3) routine applicaLlon, 4)
understanding/comprehension, 5) problem soling/reasoning. These were
assessed across seven content areas such as discrete mathematics,
measurement, geometry, numbers, and operations. Principal component
analyses showed that the first component accoun :'d for 7. ?ercent of the
variance. The o.ner components had eigenvalues lower than 1.0 and
accounted for small proportions of variance. As the author concludes,
there is a high degree of convergent validity within the math domain. In
an investigation of math achievement in elementary school children, Klein
(1985) found that for both a State and r.ational sample of fourth- and
eighth-grade students, three mathematics subtests, consisting of concepts,
problem solving add computation, clustered together on a single oblique
factor. The theoretical and psychometric dependencies among processes in
math seem to be as substantial as they are in reading.

Studies by Wikoff (1978), Roberge and Flexer (1981) and Hanna and Lei
(1985) also reported factor analyses for fourth through ovelfth-grade
students in which mathematics subscales loaded on single factors. Roberge
and Flexer (1981) found that three math subtests, computation, concepts and
problem solving, included in the Metropolitan Achievement Tests, had high
loadings on a general intelligence factor Hanna and Lei (1985) showed
that the, relationship between two subtests of the Canadian Tests of Basic
Skills, math concepts and math problems, was consistent in grades four
through six irrespective of differences in curricula. In sum, factor
analytic studies confirm the expectation from cognitive research that math
processes are highly associated and are indistinguishable ac:ording to
psychometric criteria.

The scaling, scoring and reporting of separate processes within reading
and math does not appear be supported by cognitive process models or
psychometric properties of the scales. In a State-NAEP assessment of math,
the construction of scales such as computation, procedurA. _stimation, or
problem solving, is not easily justified. Divisions such as these are
likely to yield reductions in construct validity. Although an assessment
in a given content area, such as math or reeaing should require the
fundamental processes, the interuependencies among them are so high that
dividing them into subscales and subreports is likely to be misleading.

An alternative to multiple scales for subprocesses in TrAth or reading
is one scale for each subject matter, such as math, at each grade level.
For purposes of informing the educational system, however, a single scale
per subject is not sufficient. Math learning, or science achievement, or
reading proficiency are vastly too complex to .8 represented by a sinvle
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core. Professional educators at the school, district and State level
require a richer display of information than a "g" score for each learning
area. The ideal condition for State-NAEP is to develop and report distinct
constructs.

Developing Distinct Constructs

It is liVely that more than one distinct construct exists wit'tin each
area of reading, math, and writing. There will be at ]cast two
intersections of a content-process matrix that are relatigely unique
theoretically and psychometrically. Such constructs will be unique
theoretically if they are influenced by variables that do nest influence
other constructs or if they contain processes not contained in other
constructs. They will be unique psychometrically if they are not highly
correlated wit% each other.

A simplified content-process matrix in reading includes the following:

Process

Recall

Search

Content

Prose Documents

The intersections of prose recall and document search (e.g., upper left,
and lower right) each consists of a form of written language that it
processed with a typical procedure. Such intersections are likely to be
distinct constructs. These two constructs in reading were isolated in the
NAEP adult literacy report. These consisted of: 1) comprehension of prose,
and 2) search of documents. Kirsch and Jungeblut (1986) reportei that
these factors were correlated at about .5. In addition, Guthrie and Kirsch
(1987) found that document search and prose comprehension were
distinguishable in a factor analysis. In these studies docunent search
requires the student to locate details in tables, charts or prase; whereas
reading comprehension requires the use of strategies for learning and
remembering knowledge from expository or narrative prose. Both the
cognitive models and the psychometric prope7.-ties of measures of document
search and reading comprehension have distinctive features and
ch....:acteristics. These two constructs appear to warrant independent
assessment and reporting in State-NAEP reading mess es.

Distinctive constructs within writing (Stein, 1986) and math
(Leinhardt, 1988) have been proposed conceptually, and examined with
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experimental or observational studies. However, they have not been widely
used in assessment. Ta math e simplified content - process matrix may
include:

Concrete
Knowledge/
Computation

Principled
Knowledge/

Problem
Solving

Numbers and Algebra/
Measures Geometry

1

2

Measures of 1) computations with numbers and measures and 2) problem
solving in e.gebra/geometry are likely to be distinctive. They are
plausible candidates for relatively unique psychometric constructs. These
measures are consistent with the cognitive perspective that a complex set
of processes exists within each construct, i.e., 1 and 2, that should not
be artificially segregated in testing, scaling or reporting. Furthermore,
they provide an increase in detail compared to single scores. Such an
approach to construct development, scaling and reporting acknowledges the
complexity of competence in math, while retaining the cognitive and
psychometric criteria for high caliber measurement.

An implication of the cognitive models for deve-opment of distinctive
constructs is that the measurement of a given process should be
contextualized within measurement of other processes. For example, the
strategies of reading should be measured interactively with vocabulary and
prior knowledge in a long text. As the first segment is being read,
questions should be asked about use of prior knowledge, detection of
inconsistencies within text ana predictions about meanings that will occur
in later text. Following another reading segment, necessary inferences,
ability to summarize previous material, and abstraction of theme could be
measured. Ir a final section skills such as knowing when to
check one's understanding and how to detect failures of comprehension
should be tested. In such an assessment, items are not independent. Th4.s

is a positive feature rather than a negative one, however, because the
processes being measured are not independent.

Policy Implications

Because State-NAEP is a policy-driven assessment, the implications of
possible results should be considered. States or districts that receive
relatively low scores on the assessment are likely to direct more resources
to their areas of weakness. School improvement efforts, furthermore, will
be guided by the constructs, such as mathematical competence or knowledge
of history that are defined in the State-NAEP assessment. In State with
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accountability systems, the tests represent complex task:, that may become
the focus of reform in educational settings. Revisions of curricula,
instruction, school organization and leadership may be directed to
educational goa'- that are defined by measurement objectives. If these
educational goats are significant rather than trivial, and based on
research rather than other -Actors, they will be productive. Developing
measures for State-NAEP that optimize construct validity as well as content
validity, will contribute significantly to policy judgements that are
educationally effective.
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Collecting and Profiling School/Instructional Variables
as Part of the State-NAEP Results Reporting:

Some Technical and Policy Issues

Joan Boykoff Baron
and

Pascal D. Forgione, Jr.
Connecticut State Department of Education

The primary purpose of the NAEP program has been to provide data about
what our Nation's students know and can do. A State-NAEP program wct'ld
have the same primary goal. However, to the extent that national, State
and local district policymakers attempt to use these achievement indicators
to mulate educational policy, they will be concerned with the related
qu. ...ion, "How can we improve our students' achievement?" Basic and
applied educational research over the past several decades has yielded
considerable insight into variables which influence the teaching-learning
process. If National- and State-NAEP can incorporate these insights into a
minimally intrusive data-collection strategy, then policymakers will have
some valuably guidance in developing effective policy.

Throughout this paper, the primary data set used to generate our
conclusions and examples is from the Connecticut Assessment of Educational
Progress (CAEP) Prog. m. For each assessment conducted since 1971, we have
created extensive student, teacher, and principal questionnaires. Some of
our questions originally came from NAEP and studies of the International
Association for the Evaluation of Educational Achievement (IEA) and our
findings about the importance of certain variables have been k.onsistent
with the findings reported by those large-scale studies. In addition, our
findings are consistent with those reported by our neighboring States of
Massachusetts and Maine who have used many of the same items on
questionnaires administered with their statewide assessments. On each
assessment, we were guided by advisory committees who had many ideas about
what variables were important to measure. Howev...r, because we did not have
available the reductionistic guidelines provided in this paper, we often
coliected data on numerous dimensions that had no relationship to st dents'
achievement and/or had no implications for educational policy. In fact,
more than half of our questions, although they provided "interesting" data,
had no direct utility for either understandinF, or improving education.

Because of the impending scope of State-NAEP and the testing time it
will require, we recommend a judicious s,:lection of questionnaire items.
If properly Aosen, their potential impact is enormous. If carelessly

The authors gratefully acknowledge the suggestions made by the following
people on earlier drafts of this paper: Joan Allen, Beverly Anderson,
Elizabeth Badger, Leigh Burstein, Neil Carey, Pat Cox, Allan Hartman,
Hannah Kruglanski, Kristine Mika, Cyn~hia Prince, Douglas A. Rindone, Amy
Shively, and Grant Wiggins.
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chosen, not only is their impact minimal but the intrusion into students'
learning time is unforgivable. It is equally inappropriate to burden
teachers and principals with lengthy questionnaires unless the data have
direct relevance to educational policy and/or practice.

In developing this paper we did not begin with a set of abstract
principles about what makes a questionnaire item useful. Rather, we began
with a massive array of questionnaire items, only a small fraction of which
had provided useful data. It was in the categorization of the useful
questions that two major guidelines emerged. (The major portion of this
paper provides examples of these guidelines).

o A variable should either be directly related to achievement or be a
highly valued outcome of the educational process, which may not
necessarily be related to achievement as measured by the test.

o Any variable that is related to achievement should meet one of the
following three conditions: (a) it Lelongs to a class of
"unalterable" variables that will be used as reporting categories
for subpopulations; or (b) it is useful for the establishment of the
NAEP test's concurrent validity; or (c) it is both "alterable" by
schools and highly valued in its own right.

Any variable which does not meet the above criteria sho,:ld not be included.
This would eliminate hundreds of questions which are not related to
achievement or other desired outcomes of schooling and have no direct
implications for policy or practice.

The major focus of this paper will be on the "alterable" variables,
which do relate to achievement with an emphasis on those involving the
instructional process and its context. However, before discussing the
schooling variables we will scratch the surface of two of the other
legitimate uses of questionnaires mentioned above.

Unalterable Variables Used to Report on the Achievement G: Subpopulations

Questionnaires are the best way to collect background and demographic
data on unalterabl.. variables that can be used to report results by
subpopulations. Examples of these unalterable variables include gender,
race/ethnicity, socioeconomic status, and type of community. They are
considered "unalterable" because schools cannot alter a student's group
membership. However, whereas these variables cannot be altered, the
relationship between the 'variable and achievement is considered to be
alterable. That is, in the future, we hope to witness the reduction and
ultimately the elimination of the relationships between these variables and
student achievement. (See Forgione and Baron, 1987.) In fact, most of our
Nation's educational policy rests on this a..sumption. Although it is not
the primary focus of this paper, we recommend that to the extent possible
data on these unalterable variables be collected from the students as
opposed to from census data tapes. Using census data makes disaggregation
within schools impossible and would treat an entire school population as
interchangeable. (This is a complex issue because when there are critical
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concentrations of groups of students, the schocl climate is alterea; See
Burstein (1980) for a treatment of this concept.)

Establishing the Test's Concurrent Validity

A second group of variables may be useful for the establishment of a
test's concurrent validity. In Connecticut, two questions about students'
self-reported school achievement have sufficed for this purpose. They are:

o What grades do you usually get in school? and
o What grades do you get in science? (or whatever specific area is

being tested).

Joth of these questions have demonstrated very strong positive
relationships to students' achievement in every test we have administered.
That is, students who perform well in school perform well on our tests and
those who perform poorly in school perform poorly on our tests. This
finding gives us greater confidence that our tests and school grades are
measuring similar knowledge, skills, and motivational networks.

Alterable Variables

Included in the potential universe of alterable variables are many of
the indicators catalogued by Oakes (1987) under Access to Knowledge, Press
for Achievement, and Professional Conditions for Teaching. Within each
category, Oakes further subdivides the variables into three types:
Resources, Structures, and Culture. We are summr zing the Oakes
classifications because they represent a fairly _amprehensive set of
Anportant variables that have been linked to achievement. (However, we do
not subscribe to the view that tLey are all important to assess in either
National- or State-NAEP for reasons stated at the end of these sections.)
In the grouping called Access to Knowledge, Oakes (pp. 31-32) is concerned
with the issue of whether students of all abilities have sufficient
opportunities to learn.

The Resource variables include the availability of sufficient
instructional materials, laboratories, computers, and equipment; teachers'
qualifications rid experience for the courses they teach, and the
availability of discretionary funds for supplies, materials, trips,
speakers, etc. Under Structure, Oakes includes instructional time in days
per year and hours per day, the emphasis the school places on different
curriculum areas as measured by course offerings and staffing patterns, the
procedures schools use to assign students of different abilities to classes
and the types of assignments they receive within classes, as well as the
academic enrichment and supports available to students. In the Culture
section, hakes is concerned with opportunities for staff development,
parent iG.alvement and staff perceptions about the importance of learning
for all students.

In Press for Achievement, Oakes (pp. 33-34) is concerned with how
schools organize their staff, time, curriculum, and materials to support
the belief that all studerts can learn. The Structures include student
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participation in long-term projects, papers and research activities,
opportunities for school-wide recognition of accomplishments, graduation
requirements, and student participation in challenging study as waasured by
enrollment in challenging courses, and average course completion rates.
The Culture variables are more diverse and include graduation and
attendance rates as well as student attitudes toward achievement and staff
perceptions about the importance they and their school place on student
achievement.

In Professional Conditions for Teaching, Oakes (pp. 35-36) is concerned
with how schools provide teachers with the supports regarded as important
in order to be successful on the two categories described above. The
Resource variables include teacher salaries, pupil load, class size,
funding for school-based staff-develcpment activities, and clerical support
available for teachers' noninstructional tasks. The Structures inciude the
amount of teacher-time scheduled for teaching, non-teaching work,
school-wide staff-development activities, and special teacher-developed
projects (e.g., cu riculum development, instructional improvement,
collaborative research, etc.). The Culture variables include a set of
staff perceptions related to the school's goals and the nature and level of
staff involvement in curriculum and instruction.

We do not advocate using all of these indicators on either National- or
State-NAEP for at least two reasons: ?irst, the data burden would be
unacceptable. Second, some of these variables are difficult to
operationalize on questionnaires and may best be obtained from visiting a
school and observing its cliaate. In the remainder of this paper we will
provide examples of how some of these indicators as well as others not on
this list have proven to be effective on questionnaires used in Connecticut
and elsewhere. The choice of which variables to include will require
establishing a set of priorities by educational policymakers. Hopefully,

the guidance provided in this paper will assist them in their task.

Many alterable variables are broad in their score of influence and
affect all school learning. Hence, the same questions ca., be asked en all

NAEP assessments. Others, on topics such as: "Opportunity to learn" (i.e.,
exposure to the content of the tesc) and those "e-pert" behaviors exhibited
by effective readers, wr.ters, mathematicians, scientists, etc. are closely
tied to specific subject domains. By en tension, this second group of
variables also includes those dimensions of "effective instruction" that
have been demonstrated in research and evaluation studies to enhance
student achievement. In most cases these practices attempt to foster in
less effective students the beha fors engaged in by the more effective (or
"expert") students. This is the category that promises the most reward,
and like most valuede commodities is the "hardest to come by." This will

be examined below in the section entitled "The ifficulty of Capturing the
Instructional Process on Questionnaires." In the remainder of the paper we
will share some formats and data that have been useful for us. This is

done to demonstrate the value of questionnaire items that get at the "heart
of the educational process."
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Reporting Alterable Variables on Which "More Is Better"

If data is reported publicly on a ce.cain cluster of alterable
variables, implicit in that reporting is the clear message that "more is
better." Therefore, for any alterable variable on which data is reported,
it should be desirable for schools to increase the numbers of students who
indicate the presence of that variable. In selecting those variables, it
is esseLtial to ask two questions:

o Would educators value an increase in the number of students
reporting on the presence of that variable? and

o Is the indicator corruptible? i.e, Is is possible to report an
increase on the variable with no concomitant increase in
achievement?

Murnane (1987) noted that it is possible for schools to corrupt the
relationship between certain variables and achievement. His example
concerned the number of math courses taken by students. He argued that
students could take a greater number of "watered down" mathematics courses
with no resultant increase in their mathematics achievement. This concern
finds support in the Underachieving Curriculum (McKnigLt, et al, 1987)
which noted that United States mathematics achievement was low despite a
substantial amount of class-time spent in mathematics instruction in this
country. This col-ruptibility is probably not intentional, but rather is a
reflection of a misunderstanding of what is important.

It is not the sheer number of courses or hours spent on mathematics.
but rather the strength of the curriculum dispensed during those hours.
McKnight et al. stress the importance of "curriculum as the distributor of
opportunity to learn" (P. 85). Corruptibility can be diminished by
indicators that F.e more specif' .11y defined and include a qualitative as
well as a qrantitative dimension. It is also important to look for
unintended side effects of chang-..ng or adding an indicator. This can be
accomplished by broadening the domain of variables monitored. Koretz
(1988) recently described the effects of a high school's increasing its
foreign language requirements from 1 to 2 years. The major result was that
more students took 2 yea-s of a language. But, the offerings of advanced
courses were severely decreased because there weren't any teachers
available to teach those courses. This demonstrates the importance of
broadening the indicators to include some unintr-ied side effects.
Therefore, those devising the NAEP questionnaires should attempt to think
through, in advance, how each variable might be corrupted and impact upon
other parts of the educational enterprise. These deliberations would be
used to more carefully define the variable of immediate interest as well as
those potentially related to other relevant aspects of the system.

Highly Valued Activities Which Are Not Related to Achievement: Examples
from Science. Writing, and Social Studies

The lack of relationship between a variable and students' achievement
may exist for several reasons. Three of these are described below.
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Insensitive Measures of Achievement. Sometimes, the lack of
relationship between a variable and achievement may be due to the
insensitivity of the total test scores. For example, on our fourth grade
science test, the use of scientific apparati was not related to the
students' total science scores (See Exhibit 9). On the 8th grade test,
however, we demonstrated that prior use of a triple-beam balance in class
was directly related to the specific performance tasks on our tests which
required using that piece of equipment (See Exhibit 10). (This particular
item tests for near transfer and does not require mch in the way of far
transfer; a comprehensive assessment would attempt to include both.) Our
concern 1 that important instructional varia'aes not be disregarded when
they have a strong impact on a narrow range of achievement that can be
washed out when only total achievement scores are considered.

Assessing Necessary but Not Sufficient Activities. The presence of
some variables may constitute a necessary, but not sufficient, condition
for improvement. For example, on our CAEP writing assessment in English
Language Arts, we used a series of NAEP questions about how many papers
students had written in the previous 6 weeks. There was a strong
relationship between number of papers written and the students' writing
scores. Therefore, it might be fruitful to track the number of papers
students write, because without ample writing opportunities (a necessary
condition), it will be difficult to improve students' writing. Yet, if
nothing of value happens to foster better writing, it is unlikely that
students' writing achievement will increase as much as it would if
students' practice were coupled with the employment of effective writing
habits.

Some Behaviors Valued in Their Own Right. There ma: be some behaviors
that are valued, independent of their relationship with achievement.
Examples from our 1982-83 CAEP Social Studies test include data on the
frequency with which students vote in school elections and their
irr,olvement in different kinds of community service activities. Whereas
neither of these -rariables was directly related to school achievement, many
social studies teachers were interested in the patterns of student
participation.

Measurinm Students' Attitudes: As Important in Their Own Right

Examples from Science

Students' at '-udes are often related to their achievement, yet one
doesn't know the usal direction(s). Occasionally, there may be some
attitudinal dimensions related to a subject area that policymakers want to
monitor because they are important in their own right. Some examples from
science are two statements with which students were asked to agree or
disagree:

o "Careers in science are more apprDpriate for men than for women,"
and

o "My knowledge of science will be of little value to me in my
day-to-day life."
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While it is encouraging that only 14 percent of our eighth graders and
11 percent of our eleventh graders agreed with the sexist statement, it was
highly discouraging that 42 percent of the eight graders and 41 percent of
the eleventh graders did not see the value of knowing science in their
everyday lives (See Exhibit 1). It is interesting to note that students
who held the desirable attitudes did better on the science test. Yet, even
if there had been no relationship, these attitudes might be considered by
science experts as important to monitor.

The Difficulty of Capturing the Instructional Process with Ouestionnaire_

Examples from Social Studies. Science and Writin

In Connecticut, we have often tried with little success to capture the
value of different types of broad instructional activities on our
questionnaires. On several successive assessments in Social Studies,
Science and English Language Arts we asked students questions related to
the frequency with which they had lectures, discussicns, field trips, etc.
in their classes. The major conclusion time and time again was that the
delivery system did not substantially affect achievement (see Exhibit 2).
For most activities, moderate amounts were associated with the highest
achievement scores. Therefore, based on out finding, we would not
recommended including a litany of such activities on National-NAEP or
State-NAEP.

On those few occasions where the delivery system was related to student
achievement it was because there was a link between the instructional
process and the behaviors that accompany high achieving students. For
example, once we knew what good writers do we could begin to understand
which specific instructional strategies would enhance good writing. The
best predictors of students' writing scores were those items that asked
students whether they revised the content of their writing (e.g., added and
deleted ideas, moved sentences around, etc.). See Exhibit 3. Therefore,
we would advocate developing questions designed to find out whether
students actvally engage in the practices of "experts" in that domain.

Considerably less predictive of students' writing achievement were
questions about the quality and quantity of their teachers' feedback. Not
surprisingly, teachers give more feedback to lower-achieving students.
Somewhat predictive of students' achievement were behaviors of teachers
which encouraged students tc use the revisional process (e.g., how often
their teachers asked them "to make notes before you write, write the paper
more than once before it is graded, reread your writing to yourself, and
read your writing to someone else"). worth noting is that these
relationships were much stronger in grade 8 than in grade 11. (However,
these relationships between teachers' instructional procedures and
students' achievement were still weaker than those asking the students
directly about their own writing habits). See Exhibit 4.

It appears that the aspects if the instructional process which are most
strongly related to students' achievement are those aspects which directly
enhance the development of those skills and strategies that are engaged in
by "expert" students in that subject area. Another way to view this is to
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try to measure the amount of "time on task" on those classroom strategies
which foster the behaviors that are engased in by the high achievers. Many
of these issues will be addressed in the next section.

Assessing Opportunity to Learn

What is becoming clear is that schools need to structure their
currict'.la and their classes in ways which expose students to "the right
stuff". The right stuff consists of the total set of experiences--the
materials, the techniques, and the apparatus--which foster competence in
the area of study. Over time, we have tried a number of different
questions designed to find out whether this was occurring for students.

Opportunity to learn has two dimensions--the amount of time spent and
the quality of the coverage which occurs during that time. The first of
these, the amount of time spent, has several components. One is the
number of courses taken--which is a very gross measure of exposure. All
things being equal, more courses in an area are better than fewer courses.
However, taking a course is a necessary, but not sufficient, condition for
learning. It does not include a quality dimension. The same can be said
for the amount of time spent studying a subject. (This can be measured
by the length of a class, the number of days it meets, etc.) In general,
all other things being equal, more time is better than less time. A
related variable is the timing of the onset of the exposure to a subject.
In some subjects, like foreign language, it seems optimal to begin study at
an early age.

The quality of the coverage has to do with whether the time that is
spent is spent on "the right stuff." First, does the curriculum include
coverage of the major topic areas and the most important skills? That is,
does it include exposure to and practice with the tools, apparatus and
thought processes required by a particular field? For example, do students
use the tools and procedures of the scientist in science class? Do they
use the tools and procedures of the mathematician in mathematics class? Do

they use the tools and techniques of a graphic artist in graphic arts
classes? Do they use the tools and processes of a writer in English and
all of their other classes?

Most subtle and hardest to measure is whether the instructional
experience is structured so as to improve students' proficiency in the
skills required by a subject domain. One of the most promising lines of
research occurring today is in the area of "expertise." (Glaser (1987)
recently summarized some of the work in this area.) Once we krow what
experts do, teachers can structure their classroom experiences so as to
foster those behaviors in students who have not yet acquired them.
Mentoring could be used effectively--having experts (i.e., the teacher and
other students) work with novices and think aloud while they Jnrk through
problems. In this way, students could acquire both the knowledge and the
deepen structures of a content area. This view of the instructional
proce s is consistent with that of the teacher as "model and mediator."
(See Jones, et al., 1987.) Recent research on the reading process, the
writing process, the mathematics process, the science process, and the
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process el: learning fo-".gn language have the pwential to dramatically
alter instruction. To the extent that teachers underst nd whet good
Performers do, they can model, teach and foster those behaviors in their
,lasses.

Extending the School Dav . . . into the Home. Schools can do more to
make work at function as an extension (317 school. The school may is
limited. A 50-minute high school class cannot be expected bot' to teach
students new strategies and alliw them sufficient time to praL,ice those
strategies until they are comfortable w:th them, internalize them, and
apply them appropriately. Homework assignments and lon;-range independent
projects provide ways to ieaningfully _Rend the school experience. Amount
of homework functions much like amount of time. All things being equal,
more is better. But, homework has a qualitative dimension as well.
Meaningful assignments are those which appropriately provide either
independent practice or logizal extensions r-e. the skills and strategies
taught in the classroom.

On CAEP assessments, students are generally asked it'estions r their
homework and sometimes their reading and study habits. Some e,:ampl=, are:

o how much time do you spend doing homework on a typical lay?
o Think of he last time you studied for an important test--one that

could have aad a major .,_fect on your report card grade. About how
much time did you spend studying for that test?

o How often do you read the material over a fcw times when you study
'for a test?

o How often do you read parts of a story or novel?

Each of these variables exhibited a stror relationship xe:h achievement on
the reading test. (See Exhibit 12.) Yet, these questdons address the
quantitative aspects of homework rather than the qualitative dimension.

Course Taking P.tterns: An Example from Scienco

The Underachieving Curriculum underscored the importalce of exposing
students to the content covered on the test. At a very gios:. level, this
should be predicted by course-taking patterns. However, Murnans's warnings
abou... corruptibility should give us cause to pause about the long-t-erm
value of such a gross measure. On a recent science assesslizent, wv. measured

"course-taking" patterns at two points in time--Lefore high school and then
again, at the end grade ll. When grade 8 students were asked how many
years of high schoti zcience they would take, we learned that those
students who did not do well on the grade 8 science test were not planning
to take as ,rich science in high school as those who did well on the science
co t. (See E hibit 5.)

When eleventh grade students reported which courses they are taking or
plan to take, certain patterns emerged. The students who scored well on
the eleventh-grad; test either have taken or plan to take biolcogy,
chemistry, and physics. (See Exhibit 6.) A related finding for
subpopciations is that more boys than girls enroll in general science,
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earth science, cher .stry and physics. Only in bi,..logy are more girls
enrolled than boys. (See Exhibit 7.)

These course-taking patterns considered together with achievement
recul*.-.s provide useful information to policymakers. Whereas, 90 ?ercent of
our eleventh-trade students take biology in high school, 63 percent take
cl'emistry and 41 percent take physics. The task before school pe.sonnel is
to find ways encourage higher enrollme.t in the physical science
courses. However, in doing so, educator: should keep not only Murnane's
concerns about corruptibility in mi.ai but they should attempt to design
courses that are relevant to students' day-to-day life. In this way, more
students may report that their knowledge of scienc!.. may be of value to -hem
in their daily lives.

Is the content of This Test Covered in Your Classes?: An Example from
Drafting Graphic Arts. and Small Engine

Knowing that our high schools' drafting, graphic arts and small engine
programs differ in their inclusion of topic areas and their curricular
emphases, both students and teachers were asked whether each domain
reported in the results was covered in their classes. This permitted us to
report the State results in the context of that coverage (see Exhibit 8).
The fact that high proportions of students and teachers report that they (10
not cover certain domains helps to explain the relatively low achievement
in tto._:e domains. The Second International Math Study (SIMS) 1987
Opportunity I.-, Leal, (OTL) questions have proven to be very successful for
measuring content coverage (See McKnight, et al.). Others, including the
Ontario Ministry of Education (1988), have replicaau the utility of such
questions. Currently, Burstein and other researchers are striving to find
the best ways to capture OTL data in ways which are minimally burdensome.

Time Spent Studying a Subject: Examples from Foreign Language

Through extensive questioning about the number of hours spent per day,
and days spent ner week, we learned tl .t the earlier students began
studying a language and the more time they spend, the better they perform
on the Reading and Listening Tests in the m 'cdern foreign languages of
French (f), German (G), Italian (I), and Spanish (S). Four specific
findings ere presented as examples.

o Modern-language students who responded that tley started studying
foreign language before fl_th grade scored higher on the Listening
Tests (F,I,S) and on the Reading Tests (I,S) than those starting
later; those who responded that they started in high school sccred

on both the Listening and the Reading Tests (F,S).
o Modern-language students who resporded that they use their school's

language labs for one ciass period a week scored higher on the
Listening Tests (F,I,S).

o Modern- language students ho responded that they studied foreign
language for 30-45 minutes per day ;very day for the whole year in
grades .leveA and eight scoreu higher on the Reading Tests and on the
Listening Tests.
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o Modern-language students who responded that they studied the target
foreign language for more then 15 minutes a day a fe, times a week
before grade seven scored higher on the Readtng Tests (F,I,S) and on
the Listening Tests (F,I,S).

Class oom C
Language

urtunities Which FIster Com etence: Examples from Foreign

It is not just "being" in class that matte's. It is what happens in
class that is important. Students who responded that they use the target
foreign language in class as opposed to English, perform bett.r on the
Reading, Listening, Writing and Speaking Tests.

Modern-language students who responded that they speak mostly the
target foreign language equal amounts of English and the target
language in their foreign ianguabe class, scored higner on the
Listening and Reading Tests. Students who responded that they
usually speak English in their foreign Language classes scored lower
on bota the Listening and Reading Tests.

o Modern-language students who responded that their teachers usually
speak the targst foreign language i:i class scored higher on the
Listening and Reading Tests. Students who responded that their
teacher usually speaks English in their foreign language classes
scored lower on the Listening and Reading Tests.

o Modern-language students who responded that they read mostly in the
foreign language scored higher on both the Listening and Reading
Tests, (F,G,S). Students who responded that they read m.>stly
English in their foreign language classes scored lower on the
Listening Tests (F,G,S) and on the Reading Tests (F,G,I,S).

o Modern-language students who responded that they usually write in
the target foreign language in their foreign language classes scored
higher on the Reading Tests and on the Listening Tests than those
who wrote in English or mostly in English.

Amount of Experen:e with Apparati and Technology: Examples erpm Science
and Compute. Literacy

We asked fourth grade students whether they had used different
scientific equipment. Whereas there were virtually no differences in the
students' achievement on the total score for the multiple-choice Science
test, the percentages of students reporting that they used each piece of
equipment have some strong implications ror po?icy. For example, 'ewer
than half the students used a magnifying glass, metric ruler, or
thermometer in their science classes. (See Exhibit 9.) However, when we
linked students' prior experience with using a piece of scientific
apparatub with their specific achievement on the performance test requiring
the use uf that apparatus then. was a clear relationship. For example,
grade 8 students who had used a tripe -beam balance in the past did better
on the performance tasks which required that they used a triple-beam
balance. (See Exhibit 10.) In the same exhibit, the date is provided for
the amount of experience students report for v.ricus scientific apparati.
Consisten, with tl,eir course-taking patterns, mos: students have naed
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microscopes and graduated cylinders. Fewer have set up electrical circuits
or used oriple-beam balances. (It may be worthwhile to disaggregate these
data by gender to see whether males and females are recei "ing equal access
to apparatus. In such an analysis, it is essential to control for
differential ciurse taking patterns. Therefore, grade 8 data m.ght be the
easiest to use for such purposes.)

On our computer literacy test in 1983-84, students in grades 4, 8, and
11 were asked:

o About how often do you presently use a computer in school?
o How many ;times EVER have you used a school computer to learn or

practice computer programming?

More than half of the students In grades 8 and 11 reported that they never
used a school computer and those students had lower scores on the computer
literacy test. (See Exhibit 11.)

Some Technical Issue_ in Determiniag the "Pealitof the Classroom"

Wherever possible, NAEP should attempt to link students' achievement to
school and classroom variables. This is relatively easy to ,o if one asks
students what happens in their classrooms and schools. It is logistically
more difficult if one tries to link the students' achievement in a given
classroom to the data reported by the teacher in that classroom or the
principal in that school. However, the potential utility in doing so
should be worth the added effort.

Several years ago, the State consultant for socicl studies held a piece
of paper up in front of him and asked the first author of this paper to
describe what was on it. I proceeded to do so. When I finished, he
described what he saw--which of course, vas the back of the paper. We wee
both accurate, but we described different things because we saw different
things. That example has stayed with me because it is quite possible that
students and teachers describing what is happening in their classrooms may
indeed experience different realities. Life seen from t!..e front of the

classroom looking back may appear quite different from life seen from the
back of the classroom looking forward.

The existence of multiple realities does not mean that we should throw
up our hands in despair and not assess tle context of the educationa
process. In fact, we want to argue jt t the opposite--that in order to

understand what is happening in schools, it is important to ask both
students and teachers the questions--with the item s':Ems and options
w.rdee

In addition, we believe it is important to ask the same questions over
time. For State-NAEP we urge that questionnaire items be piloted
extensively before their first administration and once they re put in

place, they remain the same over several uest administrations.
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D_8 Collected From Students. Teachers, and Principals Related to oakeal
Indicators

For almost 10 years, Connecticut has attempted to measure several
motivational and scik-ol climate variables. Some of these were originally
developed by Brookover et al. (1979) in their research on effective
schools. Today, these could be classified under Oakes' three categories:
Access to Knowledge, 2ress for Achievement, and Professional Conditions for
Teaching.

Asking Students:

On our 1984-85 Science Assessment students were askA a series of
questions which could be classified as Press for Achievement.

c How many students in this school work hard to get good grades on
their classroom tests?

o How many students in this school don't do as well as they could in
school becLuse _aey are afreiS their friends won't like them as
much?

o How often do you come to science class with all the materials you
need? (e.g. pens, paper, bocks, etc.)

o How often do you put a lot of effort into your science homework?
o How much do you agree with the statement, "My teacher cares about

how well I do in Science"?

In all cases, students who L,dicated high Press for Achievement did
better on the Science test. (See Exhibit 13.)

Asking Teachers and Principals:

We also asked teachers and princi-als similar questions that could
serve as indica 'ors of Press for Achievement as well as Access to Knowledg-
and Professional Conditions for Teaching.

A)
Some examples of questions we have asked principals are: (See Appendix

o How much difficulty do you have in .securing cualified science
teachers to fill vacancies? (Grade 11)

o Does your school have a petty cash fund than can be used for science
supplies?

o How much does your school annually budget for the purchase of new
science equipment (nonconsumable, non-perishable items such as
microscopes, scales, etc.--not textbooks;?

o How much does your school annually budget specifically for the
purchase of consumable science supplies (materials that must
continually be replenished such as chemicals, glassware, batteries,
etc.)?

o How many microcomputers does your school have for student use
related to science instruction?

o Are your students homogeneously grouped?
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Teachers were asked:

o How available is science Nuipment (e.g., hands-on materials,
glassware, chemicals) for your use in teaching science? (See

Appendix C)
o How well trained are you to teach science at the level you teach?

(See Appendix C)
o In foreign language, teachers were asked how much they use the

modern foreign language in class. (See Appendix b.)

Both teachers and principals were presented with a set of factors.

o "The following set of factors may affect science instruction, and
ultimately achievement in your school as a whole. In your opinion,
how much of a problem is caused by each of the following?" (See

Appendix B.)

A general belief that science is less important than other
subjects,
out-of-date teaching materials,
lack of materials or equipment,
lack of student interest in science,
lack of teacher interest in science,
teachers inadequately prepared to teach science,
lack of support of administration,
teachers' views not incorporated into curricular decisions, and
lack of opportunity and/or support for inserrice.

A Final Concern: Social Desirability

Cne legitimate concern that could be raised about the collection of
questionnaire data for State-NAEP is the issue of social desirability. In

Coriecticut, we guaranteed complete anonymity--teachers and principals were
told that their data would never be reported back to their schools.
Therefore, we have every reason to believe that the responses we received
were honest. If similar data are collected on State-NAEP and made public,
we do not know whether different kinds of pressures will be brought to bear
on students, teachers, and/or pri cipals. If any of these groups is
anything less than completely candid -or if there are systematic
differences in the level of candor in different States--using data from
these context variables will not on'y be useless; it will be misleading.

Summa-:,

The ultimate critel..ion for inclusion on the National- or State-NAEP
questionnaire should be whether an iten will provide policymakers with
information that will help them to improve education. No item should be

included unless it has a strong history of providing useful policy-oriented
data. Once included, an item should be used for several years eo as to
allow educators to monitor important .ranges which might be occurring

within the educational context.
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Questionnaires should be administered to students, teacher, and
principals. For all three groups, "less is more." For State-NAEP to be
accepted, the data collection burden must. Lc perceived as minimal an
reasrnable and all questionnaire items should have "surface validity." The
guidelines 1.rovided below h&' been developed with these criteria in mind.
If a questionnaire item is related to student achievement:

o does it place a student in one of the rejorting categories
predetermined as being important (e.g., gender, race, ethnicity,
language spoken at home?); or

o does it help to establish the test's concurrent validity? or
o is it an alteraLle variable which meets these criteria:

-- it would be desirable for there to be more of this ,ariable
present, and

-- it is not easily corrupted and educators will attempt to monitor
changes in closely related parts of the educational system.

If a questionnaire item is not related to achievement:

o it should be a desired outcome of schooling, or it should he a
desired belief or attitude resulting from schooling, or

o it should be a necessary but not sufficient condition for
improvement

A strong emphasis of the questionnaire should be on the alterable
variables assessing opportunity to learn both the quantity of time spent in
class and the quality cf that time. Questions should relate to
course-takinc patterns, the amount of time spent on learning the subject
both in school and outside of school (e.g., homework and long-term
projects), the nature of the curriculum and its synchrony with the test,
students' exposure to the tools and apparatus of the subject area, and the
extent to which students report that they have internalized, and practice
the behaviors of "experts."

Because of the pressure_ that may be felt with the advent of the
State-NAEP, it would be advisable to pilot test the questionnaire items
under conditions similar to those in which they will ultimately be
administered.
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Exhibits and Appendixes
(Baron and Forgione paper)

On all Exhibits the number to the right of each option is the average
percent correct or mean test score (MTS) on the achievement test for he
students choosing that option. The number in parentheses is the percentage
of students selecting that option (PSO).

Exhibit 1

Measuring Students' Attitudes: Examples from Science (1984-85)

1. Careers in science are more appropriate for men than for women.

Science 8

(MTS)* (PSO) **

Science 11

(MTS)* (PSO) **

strongly agree 41 (04) 42 (04)
agree 45 (10) 39 (07)
disagree 50 (36) 51 (44)
strongly disagree 53 (49) 53 (45)

2. My knowledge of science will be of little value to me in my day-tc-day
life.

Science 8 Science 11

(MTS)* (PSO) ** (MTS)* (PSO) **

strongly agree 45 (09) 45 (08)
agree 48 (33) 46 (33)
disagree 53 (45) 53 (48)
strongly disagree 54 (13) 56 (h.)

* (MTS) Mean Test Score
**(PSO) Percentage Selecting Option

Is

1 :7,
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Exhibit 2

Instructional Activities in
Connecticut Assessment of Educational Progress

In Social Studies (1982-83)

11

(MTS)*

How often does teacher lecture/students listen

Grade 8 Grade 11

(PS0)** (MTS)* (PS0)**

never 53 (04) 47 (03)

a few times a year 58 (05) 61 (02)

at least once a month 60 (10, 60 (0-.)

at least once a week 60 (i6) 59 (211

just about daily 56 (44) 60 (69)

2) How often do teacher/students discuss topics.
never 40 (02) 61 (05)

a few times a year 49 (02) 63 (04)

at least cnce a month 56 (07) 59 (06)

at least once a week 58 (30) 60 (30)

just about daily 58 (59) 59 (55)

3` Teacher /students discuss current events in class.
never 53 (07) 58 (08)

a few times a year 60 (07) 64 (09)

at least once a month 60 (21) 62 (25)

at least once a week 5,' ('af) 60 (40)

just about daily 54 (21) 54 (18)

4) Students express/defend opinions in class.
never 53 (11) 59 (10)

a few times a year 56 09) 65 (10;

at least once a month 60 (20) 58 (18)

at least once a week 58 (32) 60 (30)

just a.Jout daily 56 (29) 59 (32)

5) Teacher/students discuss TV programs in class.
never 56 (34) 58 (22)

a few times a year 63 (26) 64 (28)

at least once a month 38 (25) 61 (29)

at least once a week 53 (13) 56 (17)

just about daily 49 (02) 49 (04)

6) Students do individual/group/class projects.
never 49 (13) 55 (21)

a few times a year 61 (35) 63 (38)

at least once a month 58 (37) 61 (28)

at least once a week 56 (11) 53 (09)

just about daily 51 (05) 53 (0:4

L.-
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7) Students write reports.
never
a few times a year
at least once a month
at least once a week
just about daily

8) Students choose topics of interest.
never
a few times a y..ar

at least once a month
at least once a week
just about daily

Grade 8 Grade 11

51 (13)

61 (43)

56 (37)

49 (06)

40 (01)

56 (35)

61 (33)

58 (21)

49 (08)

44 (04)

9) Students usl library/media center f-r assignments.
never 51 (17)

a few times a year 61 (27)

at least once a month 60 (33)

at least once a week 54 (17)

just about daily 49 (05)

10) How often do students/teacher meet individually.
never 56

a few times a year 61

at least once a month 58

at least once a week 54

just about daily 53

(52)

(22)

(13)

(08)

(04)

11) How often do you haN,e outside speakers visit.
never 58 (53)

a few times a year 60 (37)

at least once a month 49 (05)

at least once a week 47 (03)

just about daily 33 (01)

12) How often are field trips.
never 58 (62)

a few times a year 60 (34)

at least once a month 47 (02)

at least once a week 42 (C1)

just about daily 42 (01)

13) How often do students use textbook in class.
never 51 (Oh)

a few times a dear 58 (04)

at least once a month 60 (14)

at least once a week 60 (40)

just about daily 54 (38)

ir

1.91

136

54 (18)

62 (49)

60 (27)

58 05,
41 (01)

59 (42)

65 (34)

58 (,17)

47 (05)

50 (03)

55 (22)

63 (37)

62 (24)

57 (13)

46 (04)

59 (56)

64 (23)

58 (13)

54 (06)

48 (02)

60 (58)

61 (35)

52 (05)

41 (01)

29 (01)

60 (75)

62 (21)

51 (02)

38 (01)

43 (01)

64 (17)

o6 (12)

61 (17)

59 (30)

54 (25)



14) How often are files/cassettes/videota2es used.

Grade '1 Grade 1

never 53 (10) 57 (07)
a few times a year 58 (12) 62 (14)
at least once a month 60 (37) 63 (42)
at least once a week 58 (34) 57 (30)
just about daily El (06) 50 (06)

15) How oftE are games or models used.
never 56 (56) 59 (68)
a few times a year 61 (24) 63 (20)
at least once a month 58 (13) 58 (08)
at least once a week 54 (05) 56 (03)
just about daily 54 (01) 44 (01)

16) How often are maps, charts, globes used.
never 51 (05) 58 (08)
a few times a year 58 (11) 60 (16)
at least once a month 60 (27) 62 (28)
at least once a week 60 (33) 61 (29)
just about daily 54 (24) 55 (18)

17) How often are primary source materials used.
never 56 (36) 60 (49)
a few times a year 60 (28) 64 (23)
at least once a month 58 (22) 60 (16)
at least once a week 54 (09) 52 (08)
just about daily 49 (05) 49 (04)

18) How often are computers used in class.
never 58 (93) 'l (94)
a few times a year 56 (04) 47 (C2)
at least once a month 47 (01) 17 (01)
at least once a week 44 (01) 45 (01)
just about daily 39 (01) 'i8 (01)

19) How often are multiple-choice tests given.
never 58 (16) 57 (17)
a few times a year 60 (20) 62 (16)
at least once a month 61 (37) 63 (35)
at least once a week 51 (23) 57 (27)
just about daily 44 (04) 47 (05)

20) How often are students required to write own answers.
never 49 (04) 59 (07)
a few times a year 56 (07) 61 (09)
at least once a month 61 (.!.1.) 64 (39)
at least once a week 56 (39) 57 (37)
just about daily 49 (09) 51 (09)

* (MTS) Mean Test Score
**(PSO) Percentage Selecting Option
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Exhibit 3

Connecticut Assessment of Educational Progress
in English Language Arts (1983-84)

How often do you do each of the following to make your papers better?
Grade 8 Grade 11

(MTS)* (PS0)** (MTS)* (PS0)**

1) Move some sentences or paragraphs to different parts of the paper.
almost always 5.4 (17)
more than half the time 5.2 (26)
about half the time 4.6 (24)
less than half the time 4.8 (24)
never or hardly ever 4.0 (09)

2) Add new ideas or information.
almost always 5.2 (21)

more than half the time 5.0 (39)
about hale the time 4.7 (24)
less than half the time 4.2 (10)
never ur hardly ever 4.7 (06)

3) Take out parts of the paper that you don't 1,4e.
almost always 5.5 (26)
more than half the time 5.0 (28)
about half the time 4.6 (27)
less than half the time 4.5 (10)
never or hardly ever 4.1 (08)

4) Change some words for other words that you like better.
almost always 5.5 (27)
more than half the time 4.8 (27)
about half the time 4.7 (26)
less than half the time 4.5 (16)
never or hardly ever 4.3 (06)

5) Correct mistakes in spelling, grammar, and punctuation.
almost always 5.0 (43)

morn than half the time 5.1 (27)
about half the time 4.6 (19)
less than half the time 4.9 (10)
never or hardly ever 3.6 (02)

6) Rewrite almost all of the paps.
almost always 5.1 (21)

more than half the time 5.0 (17)
about half the time 4.5 (16)

less than half the time 4.7 (25)
never or hardly ever 4.9 (22)

7) Throw out the first paper and start again.
almost always 5.1 (08)
more than half the time 4.9 (12)
about half the time L.6 (15)

less than half the time 4.6 (27)
never or hardly ever 5.2 (37)

5.1 (19)

4.7 (26)

4.6 (22)

4.7 (18)

4.4 (12)

5.1 (31)

4.8 (33)

4.6 (18)

4.0 (15)

5.0 (01)

4.9 (33)

4.7 (28)

4.4 (24)

4.7 (05)

5.1 (07)

4.9 (38)

4.7 (33)

4.7 (14)

4.1 (09)

4.6 (03)

4.7 (47)

5.0 (25)

4.7 (15)

4.2 (09)

4.1 (02)

4.2 (15)

4.4 (19)

4.9 (19)

5.1 (26)

7 (20)

4.6 (09)

4.1 (09)

4.7 (12)

5.0 (26)

4.7 (43)

* (MTS) Mean Test Score **(PSO) Percentage Selecting Option

19.7;
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Exhibit 4

Connecticut Assessment of Educational Progress
in Engli,h Language Arts (1983-84)

How often does your teacher ask you to do each of the following?

1) Make notes before you write.
almost every time
more than half the time
about half the time
less than half the time
never or hardly ever

2) Make an outline for the paper.
almost every time
more than half the time
about half the time
less than half the time
never or hardly ever

Grade 8 Grade U.
(MTS)* (PS0)** (MTS)* (PS0)**

5.3 (21)

5.4 (16)

4.5 (21)

4.9 (26)

4.1 (18)

4.4 (09)

5.1 (12)

5.1 (17)

4.8 (26)

4.8 (36)

3) Make notes for yourself about changes in the paper.
almost every time 4.8 (23)

more than half the time 5.2 (16)

about half the time 5.1 (21)

less than half the time S.2 (18)

Lever or hardly ever 4.0 (21)

4) Talk with the teacher about the
almost every time
more than half the time
about half the time
less than half the time
never or hardly ever

4.5 (22)

5.2 (19)

4.6 (28)

4.9 (15)

4.6 (13)

5.0 (22)

4.8 (12)

4.7 (13)

4.9 (22)

4.4 (29)

4.8 (20)

4.5 (15)

4.7 (18)

4.9 (21)

4.7 (23)

paper while you are working on it.
4.9 (20) 4.4 (23)

4.9 (21) 4.9 (23)

4.9 (27) 5.0 (22)

5.1 (17) 4.6 (19)

4.5 (16) 4.6 (10)

5) Talk with some classmates about the paper while you are working on it

6)

almost every time 4.5 (12) 4.4 (16)

more than half the time 4.7 (09) 5.3 (16)

about half the time 4.9 (18) 4.5 (19)

less than half the time 4.9 (24) 4.9 (22)

never or hardly ever 4.9 (37) 4.7 (25)

Write the paper more than once before it is graded.
almost every time 5.1 (22) 4.5 (29)

more than half the time 4.9 (16) 4.8 (18)

about half the time 5.2 (14) 4.7 (16)

less than half the time 4.8 (22) 5.1 (21)

never or hardly ever 4.4 (26) 4.5 (13)



Grade 8 Grade 11

(MTS)* (PSO) ** (MTS)* (PSO) **

7) Work on the paper again after it has been graded.
almost every time
more than half the time
about half the time
less than half the time
never or hardly ever

8) Use a dictionary or thesaurus.
almost every time
more than half the time
about half the time
less than half the time
never or hardly ever

9) Reread your writing to yourself.
almost every time
more than half the time
about half the time
less than half the time
never or hardly ever

10) Read your writing to someone else.
almost every time
more than half the time
about half the time
less than half the time
never or hardly ever

* (MTS) Mean Test Score
**(PSO) Percentage Selecting Option
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4.5 (09) 4.6 (06)

5.2 (09) 4.5 (Cs)

4.1 (14) 4.7 (15)

5.3 (22) 4.9 (22)

4.8 (47) 4.7 (50)

5.1 (25) 4.6 (31)

5.0 (21) 4.9 (25)

4.8 (22) 4.9 (15)

4.6 (21) 4.7 (14)

4.4 (11) 4.6 (13)

5.0 (51) 4.9 (53)

4.8 (19) 4.5 (24)

4.6 (12) 4.4 (13)

4.8 (11) 5.0 (04)

4.1 (05) 4.7 (04)

5.1 (14) 4.8 (16)

5.4 (14) 5.0 (17)

5.2 (15) 4.9 (13)

4.6 (19) 4.7 (25)

4.5 (37) 4.4 (27)



Exhibit 5

Course Taking Patterns: An Example from Science (1984-85)

o How many years of high school science will you take?

Grade 8
(MTS)* (PS0)**

One 42 ( 9)

Two 47 (30)

Three 53 (27)

Four 55 (34)

* (MTS) Mean Test Score
**(PSO) Percentage Selecting Option

.1 r
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Exhibit 6

Course Taking Patterns: Examples from Science 1984-85 (Grade 11)

o In grades 9-12, have you taken or do you intend to take each of the
following science courses? (The two sets of data correspond to two
forms of the questionnaire which were matrix sampled. We have provided
both sets of responses which can be viewed as "cross-validation
samples.")

Have Taken or
am Currently
Taking

(MTS)* (PSO) **

Intend to
Take Next
Year

(MTS)* (PSO) **

Do Not Plan
to Take

(MTS) (PSO) **

General Science 50 (62) 35 (02) 52 (36)
50 (63) 31 (02) 54 (36)

Earth Science 53 (57) 45 (03) 48 (40)
5 (57) 40 (02) 50 (40)

Biology 52 (87) 37 (04) 41 (10)
53 (86) 37 (03) 35 (10)

Chemistry 58 (50) 46 (13) 43 (37)
59 (49) 49 (13) 41 (37)

Physics 51 (16) 60 (25) 47 (59)
55 (18) 60 (24) 45 (58)

Second-year Biology*** 52 (06) 54 (13) A (82)
51 (06) 57 (12) 50 (82)

Second-year Chemistry*** 49 (03) 51 (07) 51 (91)
50 (02) 55 (05) 5' (93)

Second-year Physics*** 39 (02) 50 (08) 51 (90)
45 (02) 51 (06) 51 (92)

* (MTS) Mean Test Score
**(PSO) Percentage Selecting Option

***There may have been a misunderstanding about the meaning of "Second-Year"
--it looks like the "repeaters" have included themselves in the "Have Taken or
am Currently Taking Group." We probably should have used the word "Advanced."
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Exhibit 7

Course Taking Patterns of Males and Females in (1984-85)
Science Coursework of Grade 11 Students

Percent of Students Having
Taken, Taking, or Intending

to Take Course

Course Males Feamles All

General Science 69 61 65

Earth Science 64 53 59

Biology 83 94 89

Chemistry 66 58 62

Physics 54 30 42

I
...
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Exhibit 8

Students' Performance, and Teachers' ana Students'
Ratings of Students' Competence on the Eight Domains

of the Drafting Multiple-Choice Test

Teachers' Ratings of Students' Ratings Number of

..

Percentage
Students' Competence of Own Competence Test Items Correct

in Domain

Test Domain
Clearly iNot Domain Clearly Not D min
Above or Can- Not Above or Cam - No:.

Just petent Covers Just petent Covered Total Critical Total Critical
competent competent Test Its Test Items

90% 8% 2% 78% 13% 10% Machine Drawing 24 9 434 45%

78% 17% 5% 84% 7% 9% Architectural Drawing 18 10 56% 69%

93% 5% 2% 86% 11% 3% Interpretation of Drawing 46 32 55% 64%

17% 22% 61% 33% 25% 42% Electronic Drawing 5 3 46% r 61%

82% 16% 2% 80% 11% 8% Related Mathematics 12 11 60% 61%

48% 30% 24% 39% 19% 42% Sheet Metal Drawing 5 0 46% --

15% 17i 68% 33% 19% 48% Mapping 5 0 48% --

44% 29% 27% 52% 17% 31% Computer Drawing 5 1 39% 55%

TOTALS 120 66 52% l 61%
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Exhibit 9

Amount of Experience with Apparati and Technology:
Example from Science 198445 (Grade 4)

(MTS)* (PSO) **

1. Have you ever used a magnifying glass in science?

A. Yes
B. No

55 (44)

52 (56)

2. Have you ever used a metric ruler in science?

A. Yes
B. No

53 (48)

53 (52)

3. Have you ever used a thermometer in science?

A. Yes

B. No

55 (38)

52 (62)

4. Have you ever used a magnet in science?

A. Yes
B. No

53 (39)

52 (61)

5. Have you ever made a simple electrical circuit?

A. Yes
B. No

53 (32)

52 (68)

6. Have you ever made an electromagnet in science?

A. Yes
B. No

53 (12)

53 (88)

* (MTS) Mean Test Score
**(PSO) Percentage Selecting Option
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Exhibit 10

Students' Experience with Laboratory Equipment
Science (1984-85)

Experience with: Triple-Beam Graduated Setting up
Balance Cylinder Electrical Circuit Microscope

Percent at: Gr. 8 Gr. 11 Gr. 8 Gr. 11 Gr. 8 Gr. 11 Gr. 8 Gr. 11

Never 29 17 11 4 29 29 3 6

1 or 2 times 23 12 25 9 25 21 13 3

3 to 5 times 17 10 22 12 19 12 18 5

6 to 10 times 12 10 13 12 9 13 24 13
More than 10 times 18 49 28 62 16 22 41 69

Previous Experience and Performance
With Triple-Beam Balance

Grade 8 Experience with Triple-Beam Balance

Measured acceptable

Weight of block not acceptable

0-2 times 3 or more times

29 48

49 23
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Exhibit 11

Connecticut Assessment of Educational Progress
in English Language Arts (1983-84)

Grade 4 Grade 8 Grade 11
(MTS)* (PS0)** (MTS)* (PS0)** (MTS)* (PS0)**

1) About how often do you presently use a computer in school?

every day or almost every day 30 (05) 43 (04) 64 (11)

a few times a week 35 (16) 46 (13) 67 (10)

a few times a month 31 (18) 51 (09) 67 (06)

once a month or less 30 (13) 49 (11) 55 (14)

nev-r 24 (46) 36 (63) 44 (56)

Grade 4 Grade 8 Grade 11

2) How many times ever have you used a school computer to learn or practice
computer programming?

more than 20 times 36 (05) 43 (11) 72 (21)

11 to 20 times 37 (05) 58 (06) 61 (04)

6 to 10 times 34 (07) 42 (09) 52 (05)

1 to 5 times 29 (20) 48 (17) 57 (10)

never 26 (60) 33 (56) 43 (58)

* (MTS) Mean Tust Score
**(PSO) Percerv,:age Selecting Option
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Exhibit 12

Connecticut Assessment of Educational Progress
in English Language Arts"(1983-84)

1) How much time do you spend
typical school day?

less than half an hour
half an hour to 1 hour
between 1 and 2 hours
between 2 and 3 hours
more than 3 hours

Grade 8
(MTS)* (PSO)**

Grade 11
(MTS)* (PSO) **

doing all of your homework assignments on a

51 (14)

59 (40)

64 (36)

63 (09)

47 (02)

69 (21)

74 (33)

71 (35)

80 (09)

72 (01)

2) How much time spend studying for important for important test?

less than half an hour
between half an hour and 1 hour
between 1 and 2 hours
between 2 and 4 hours
more than 4 hours

50 (14)

61 (41)

64 (34)

57 (0s)

47 (02)

3) How often do you read material over a few times?

almost every time
more than half the time
about half the time
less than half the time
never or hardly ever

63 (38)

63 (26)

54 (23)

53 (10)

49 (02)

4) How often do you read parts of a novel or story?

almost every day
once or twice a week
once or twice a month
a few times a year
never or hardly ever

* (MTS) Mean Test Score
**(PSO) Percentage Selecting Option

69 (13)

60 (28)

64 (25)

57 (16)

45 (16)

203 2 4,

67 (13)

73 (33)

78 (34)

8u (15)

92 (01)

81 (33)

77 (25)

69 (24)

66 (12)

78 (04)

80 (17)

78 (29)

71 (27)

67 (16)

54 (09)



Exhibit 13

Askt.ag Students About "Press for Achievement":
Examples from Science (1984-85)

1. How many students in this school try hard to get good grades on their
classroom tests?

Grade 8
(MTS)* (PS0)*1.

Almost all of the students 49 (18)

Most of the students 53 (47)

About half of the students 52 (25)

Some of the students 46 (10)

Almost none of the students 50 (01)

2. How many students in this school don't do as well as they could in school
because they are afraid their friends won't like them as much?

gudgg
Almost all of the students 41 (02)

Most of the students 42 (06)

About half of the students 47 (11)

Some of the students 53 (42)

Almost none of the students 52 (40)

3. How often do you come to science class with all the materials you need?
(e.g., pens, paper, books, etc.)

Always
Most cf the time
About half of the time
Once in a while
Never

Grade 8
52 (63)

52 (31)

46 (04)

44 (01)

(00)

4. How often do you put a lot of effort into your science homework?

Always
Most of the time
About half of the time
Once in a while
Never

204
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Grade 8
51 (26)

53 (53)

47 (14)

43 (06)

45 (01)



5. My teacher cares about how well I du in Science

Usually true
Some*imes true
Almost never true

Strongly agree
Agree
Disagree
Strongly disagree

* (MTS) Mean Test Score
**(PSO) Percentage Selecting Option

Grade 4
54 (83)

50 (14)

43 (03)
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Science 8 Science 11

49 (32)

53 (55)

49 (10)

47 (04)

52 (18)

52 (57)

50 (19)

41 (06)



Appendix A

Educational Resources

Percentage of Teach.rs Selecting Each Option - Connecticut Assessment of
Educational Progress in Science (1984-85)

1. In general, how many students in this school try hard to get good grades?

almost all of the
students
most of the students
half the students
some of the students
almost none of the
students

Science 4 Science 8 Science 11

14 07 03

52 48 26

23 32 39

10 13 28

0 1 2

Percentage of Principals Selecting Each Option - Connecticut Assessment of
Educational Progress in Science (1984-85).

2. How much difficulty do you have in securing qualified sr,enrg teachers to
fill vacancies?

Grade 11

a great deal of difficulty 42

some difficulty 42

little or no difficulty 14

3. Does your school have a petty cash fund that can be used for science
supplies?

Grade 8 Grade 12

Yes 52 52

No 48 48

2 U
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4. How much does your school annually budget specifically for the purchase of
consumable science supplies (materials that must continually be replenished
such as chemicals, glassware, batteries, etc.)?

Science 4 Science 8 Science 11

$100 or less 17
$101-$200 9

less than $200 6

$201-$400 29 9

$401-$600 14 9
less than $600 3

more than $600 29
$601-$800 6

$801-$1,000 8

$1,00141,200 5

$600-$1,200 12
$1,200-$1,400 9

$1,401-$1,600 9

more than $1,600 35
$1,201-$1,800 10
$1,801-$2,400 13
more than $2,400 59

5. How much does your school annually budget specifically for the purchase of
new science equipment (nonconsumable, nonperishable items such as
microscopes, scales, etc.--not textbooks)?

$100 or less
$101-$200

Science 4

17

24

Science 8 Science 11

$200 of less 11
$201-$400 24 15
$401-$600 11 11
less than $600 10
more than $600 23

$601-$800 13
$801-$1,000 9

$1,001-$1,200 13
$600-$1,200 13
$1,201-$1,400
$1,401-$1,600 4
more than $1,600 14
$1,400-$1,800 13
$1,801-$2,400 19
more than $2,400 41
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6. How many microcomputers does your school have for students use related to
science instruction?

0

Science 4

35

Science 8

A

Science 11

19

1 or 2 21 16 26

3-5 15 10 17

6-10 15 11 7

more than 13 13 29 30

7. Are your students homogeneously groupcd?

Science 4 Science 8 Science 11

Yes 15 57 80

No 83 43 20



Appendix B

Connecticut Assessment of Educational Progress
in Science 1984-85

The following factors may affect science instruction, and ultimately
achievement in your school as a whole. In your opinion, how n'uch of a problem
is caused by each of the following?

Percentage of Teachers (T) and Principals (P)
Choosing Each Level of Problem

Somewhat Not a
Grade Serious of a Significant
Level Problem Problem Problem

a general belief 04
that science is 08
less important 11
than other subjects

out-of-date 04
teaching 08
materials 11

lack of materials 04
or equipment 08

11

inadequate 15..id,..pt 0.4.

for science 98

11

lack of stud- .&-

interest in
science

lack of teacher 04

interest in 08
science 11

teachers inade- 04

quately prepared 08
to teach science 11

T P T P T P

15 06 45 53 39 37
09 00 32 11 57 89
12 01 31 19 56 80

20 05 32 21 47 69

11 00 33 19 55 81
13 04 34 36 51 59

28 12 36 37 35 47
17 03 32 27 51 71
20 13 39 35 40 52

23 11 42 28 32 57
22 06 36 22 42 72
32 10 39 36 28 54

07 00 31 19 59 76
13 00 39 25 48 75
21 04 49 33 29 62

17 10 34 49 45 36
06 03 15 15 78 82
05 00 16 09 77 91

20 21 40 50 36 25
10 04 25 22 64 75
07 01 22 14 69 84
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Somewhat Not a

Grade Serious of a Significant

Level Problem Problem Problem

lack of support
of administration

teachers' views
not incorporated
into curricular
decisions

lack of oppor-
tunity and/or
support for
inservice

T P T P T P

04 14 02 31 11 51 80

08 14 01 32 14 54 84

11 23 01 38 22 39 75

04 14 01 41 17 41 75

08 12 00 33 10 54 90

11 17 04 31 10 50 84

04 19 05 35 31 39 56

08 11 03 38 49 51 48

11 18 10 38 38 42 51
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Appendix C

Connecticut Assessment of Educational Progress
in Science 1984-85

Teachers

1) How availaLle is science equipment (e.g., hands-on materials, glassware,
chemicals) for your use in teaching science?

I have all I need
without having to
share with other
teachers.

I must share with
other teachers in
the school to get
what I need

I must borrow equipment
from another school
(e.g., high school)
to get what I need

I cannot acquire a
a lot of the equipment
that I need.

Science 4

18

53

5

21

Science 8 Science 11

35 30

56 53

0 NA

8 16

2) How well trained are you to teach science at the level you teach?

Science 4 Scien.;e 11

not well trained at all 12 02

adequately trained 64 22

very well trained 22 76
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Appendix D

The Percentage of Teachers
Who Report That the Target Foreign Language

Is Used in Courses 2-6
of the Modein Languages

Mostly English Equal Amounts of
English and this
Foreign Language

Mostly this
Foreign
Language

Onlythis
Foreign
Language

Teacher speaks
Course 2 6 53 7 3

Course 3-6 1 16 64 19

Students speak
Course 2 25 52 21 2

Course 3-6 4 30 55 11

Students hear
Course 2 5 52 40 3

Course 3-6 1 15 67 17

Students write
Course 2 1 15 46 38

Course 3-6 0 4 31 64
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Reporting State-Level NAEP in a Fair and Credible Manner

Leigh Burstein
University of California, Los Angeles

Accordiag to current plans as articulated in legislation, the 1990 NAEP
will collect State-representative data in up to 30 States wishing to
participate at grade eight in mathematics; the 1992 NAEP will expand the
trial to reading and mathematics at grade 4. Beginning in 1994, data
collection would be expanded to all subject areas and grade levels. To
prepare for the 1990 effort, the National Center for Education Statistics
(NCES) contracted with the Council of Chief State School Officers (CCSSO)
State Education Assessment Center to model the Consen-us Planning process,
identified in the Alexander James report (Alexander and James, 1987) as the
new way to govern NAEP, and in the process, to develop plans for the 1990
trial in mathematics (content specifications, analysis and reporting
guidelines). In addition, the NAEP Technical Review Panel was asked to
make recommendations on the same set of issues.

One major task in planning and conducting State-level NAEP is to
identify critical issues and analyze options in what to report and in what
form(s) to report it. The intent of this paper is to provide a framework
for and present the panel's recommendations -egarding the reporting of
State-level NAEP data collected during the 1990 and 1992 pilot efforts.
Experiences with State-level NAEP reporting during the pilot efforts should
serve as a starting point for decisions about such reporting in anticipated
fully operational State-level NAEP data collection beginning with the 1994
National-NAEP.

Other papers prepared by this panel review administrative procedures
and matters regarding the contents of the assessment as implemented in
State-level data collection. The recommendations from companion papers
establish the standards for the conduct of State-level NAEP in areas other
than the reporting of State-level data. In addition, the report
"Within-State Comparisons: Suitability of State Models for National
Comparisons" prepared by Haertel as an activity separate from the panel's
work but included as part of its final report, examines specific methods
currently used by various States for presenting comparisons among schools
or districts within a State and their applicability for between-State
comparisons. Since Haertel's report already covers much of the ground
regarding the rationale, mechanics, and strengths and weakness of options
currently employed around the country, the focus here is on the broader
issues that motivate and could guide the reporting of State-level NAEP
data.
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In the final
recommendations,
the reporting of

RECOMMENDATION 10

Recommendations on State-Level Reporting

report submitted by the NAEP Technical Review Panel, two
and their accompanying rationales, explicitly dealt with
State-level data:

The expansion of NAEP to provide data at the level of individual States
will entail careful study of methods for makinz and reporting State
2.2mparisons. In the 1990 and 1992 pilot studies, a variety of methods
shcqd be explored and reported.

Where feasible, State results should be reported for major process and
content categories, using the same proficiency scales as are used for
National-NAEP. In many content areas, age-specific proficiency scales may
be more useful and appropriate than scales spanning different age/grade
levels. In addition to reporting absolute levels of achievement on these
scales, each State's performance might be referenced to that of a small
group of comparable States, or to nationally representative samples of
students matched to State population characteristics. Additional
alternatives may also be explored.

RECOMMENDATION 11

The reporting of cross-seltional and trend results for State-level NAEP
should characterize both the and distributions of student attainment
within each State This reroortinz should inc demoaraphic subzrojp
and community differences: (b) variation in performance across major
domains_of learninz outcomes: and (c) distributions of school-level
performance within the State.

Reporting score distributions for major subdomains is more informative
than reporting means for broad content moss. This is true at the State

level as well as the national level. State and national score

distributions for major subdomains should be reported in ways that
facilitate their direct comparison to one another.

In addition to distributions for entire States, performance should be
reported for demographic subgroups and types of communities within States,
whenever such reporting is feasible. Feasibility may be limited by smaller
sample sizes for groups or areas within States, or by legal requirement
that results not be reported for schools or districts in the 1990 and 192
pilot assessments.

Because the school is an important locus of educational policy, we
recommend that distributions of school means as well as distributions of
individual scores be reported. Where samples of schools are sufficiently
large and representative, distributions of school means should be reported
for States, and for different types of schools within States. By law,

particular schools would not be identified.
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These recommendations have much in common with those produced by the
CCSSO NAEP Assessment Planning Project (CCSSO, 1988) on matters of
reporting. In part this can be attributed to the overlapping memberships
of the two groups (both Forgione and Burstein served on the CCSSO committee
that dealt with analysis and reporting matters). But perhaps more
important was a shared belief in both projects that the 1990 and 1992
trials represent opportunities to offer alternatives to existing practice
in depicting educational performance across the States that could set a new
standard for quality and comprehensiveness. Given multiple audiences for
State-level NASP and their potentially competing political and educational
agendas, there are obvious risks in attempting to portray the
accomplishments of the students from individual States. The hope is that
by providing reports that fully and faithfully characterize performance at
the State level in a variety of diverse ways, the likelihood of simplistic
and misleading inferences will be reduced and the possibility of informed
dialogue about the status of education across the Nation will be enhanced.
Moreover, the resulting debates about the meaning of the various reporting
alternatives provide the proper atmosphere in which to hone plans or
reporting if and when State-level NAEP were to be fully implemented.

In the jargon of "evaluation utilization," while the explicit goals and
purposes of these two efforts are the same, to a certain extent, their
"clients" differed. CCSSO, either explicitly or implicitly, attempted to
reflect the consensus views of the States as they examined this presumably
national question. The NAEP panel, on the other hand, attempted to
represent a perhaps broader set of constituents, the most critical of which
is some notion of the "Nation's best interests" or the national public
good. In a fundamental way, the groups were serving the same constituents,
but there are points where the burden of choice dictated different
decisions given the inherent resource constraints and somewhat different
primary audiences. In what follows, then, this tension is acknowledged but
not emphasized. Instead, the broader frameworks that served as the basis
for both sets of recommendations on State-level NAEP reporting are
discussed and key issues and options are highlighted.

Background

A starting point for most discussions about possible methods for
analyzing and reporting State-level NAEP is to consider methods currently
employed by many States and large city school districts. As Haertel
recounts, a variety of procedures have been used by States to report and
compare student achievement Among schools and districts. The technical
ancestry of the statistical and psychometric methods employed can be traced
either to research on educational productivity and school effectF conducted
primarily by economists ami sociologists (e.g., Averch et. al., 1972;
Coleman et al., 1966) in the 1960s and early 70s, or to the literature on
:identifying unusually effective schools and school effectiveness (e.g.,
Brookover et. al., 1979; Edmonds, 1979; Klitgaard & Hall, 1974) that
developed to some degree in response to the negative results from the
earlier studies. Despite ongoing debates about the technical adequacy of
the various analytical methods (e.g., Dyer et al., 1969; Hosteller &
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Moynihan, 1969; Purkey & Smith, 1983), by the mid1970s, a number of States
were either conducting school effectiveness studies of their own (e.g.,
California State Department of Education, 1977; New York State Department
of Education, 1977) or reporting school and district performance results.

The State-based studies and reporting systems of the 1970s were
responses to the first wave of politically mandated educational
accountability following the rapid expansion of educational programs and
services in the war on poverty. Such efforts mounted by States molded the
assessment capacity that developed following the introduction of NAEP and
the diffusion of its technology to the State level with program evaluation
expertise derived from efforts to evaluate the effectiveness of
compensatory education. While most States retained and refined their
assessment systems, and to some degree, their policy analytic functions
over the years (Burstein et al., 1985), the reform movement of the 1980s
generated by the report of the Excellence Commission and the associated
spotlight from the publication of the Wall Chart (e.g., U.S. Department of
Education, 1984) led to a major overhaul and expansion of State-level
accountability and assessment activities to both stimulate school reforms
and monitor their progress. And, while there have been refinements in the
terminology (e.g., quality assessment, quality indicators, report cards;
e.g., California State Department of Education, 1986) and in the
comprehensiveness (e.g., assessment at more grade levels and reporting
information in addition to achievement) and attractiveness of the reports
(better graphics, higher quality printing), the technical and analytical
underpinnings of State achievement monitorin systems, and associated
complications with their use, remain much the same as before. States are
certainly wiser in realizing the multifaceted nature of schooling,

recognizing the complexity of assessing the impact of reforms and thus the
futility of analytical "quick-fixes." Yet, expectations of the policy an
practice communities about the documentation of the consequences of reform
are stronger than ever. Moreover, the level of public trust is such that
protestations that "tests weren't intended to serve these purposes" an:
"it's not technically feasible to assess reform impact" are politically
unacceptable.

Just as State agencies have felt compelled to respond to the
changing climate for educational information brought about by both an
expanded audience and changing conditions in the Nation's educational
systems, nations' organizations of State-level political and educational
officials have joined the effort to improve the information base for
monitoring educational progress (CCS:30, 1984, ]987, 1988; National
Governors Association, 1987). These organizations have expressed their
dissatisfaction with existing federal data sources on student achievement
(primarily the Wall Chart reporting of performance on college adssions
tests at the State level) and, after consideration of the alternatives,
have backed the expansion of NAEP to provide State-level data. These
organizations are not lending their support without regard to concerns
about the quality of the reporting. The system they envision (e.g., CCSSO,
1988; Selden, 1986) is both a comprehensive and credible one that would
inform educational debates within participating States.
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Purposes for Reporting State-Level NAEP

A fundamental reason for State-level NAEP is a belief that when used
appropriately and carefully, high quality information disaggregated to
levels of authority for educational governance can help improve education.
This belief justifies the development of a system to collect State-level
data, but does not mean that the use of such data should be limited to
gross, simplistic State comparisons of the kind often seen with comparative
school achievement data (e.g., U.S. Department of Education, 1984). That
is, one must avoid league tables and "wall charts" that simply depict raw
rankings on mean achievement. Instead, the availability of State-level
NAEP should enable the development of "wall pictures" that capture the full
array of challenges faced by the Nation's educational systems along with
their accomplishments and shortcomings.

Comparisons of educational entities at any level of aggregation are
inherently judgmental. To minimize the invidious aspects of reporting of
comparisons of performance based on State-level NAEP, one must acknowledge
that States differ in the economic and demographic settings in which
schools operate and in the social and economic background of the students
entering the schools. Yet prevailing differences among States along these
dimensions cannot be construed as a reasonable excuse to perpetuate
inequalities in educational expectations, opportunities, or results.
Rather, tnat socio-demographic factors may account for part of the outcome
differences among the States, and the students within them, should be
construed as a means to accentuate the magnitude of the task to achieve
equal results and to help pinpoint areas of progress or regress.

Once the above points are acknowledged, a variety of ostensible
purposes justify the conduct of State-level NAEP. One purpose, articulated
early on within the CCSSO NAEP Assessment Planning effort, is as follows:

Describe and monitor the condition of educational achievement in the
Nation with respect to the States to inform and focus deliberations at
the State policy level regarding the improvement of educational
performance.

The Steering Committee for the CCSSO Project also identified five
conditions that should be met for State-comparative data to be useful:

o They represent performance on a consensus of what is important to
learn;

o They are based on sound testing and psychometric practice;
o They are based on procedures that minimize intrusion into

instructional time;
o lrmq account for the different circumstances and needs that the

States face; and
o They are tied to concrete features of the school systems that can be

changed for the better by State and local educators.

Other purposes could be identified and discussed, but these CCSSO
conditions are sufficiently broadly Stated to serve as a basis for judging
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the validity, credibility, and utility of State-level NAEP for purposes
beyond those envisioned by State-level constituercies.

At the same time, however, there also needs to be consideration of how
tradeoffs in implementation due to resource constraints and other factors
impact the relative ability to address the various purposes. For example,

the NAEP Technical Review Panel concluded that to represent important
learning domains adequately while at the same time gathering information
about the educational processes and practices to relate to performance,
would likely entail an increase in student testing time. But expansion of
the span of content (and, correspondingly, the number of test items
administered) and other data collection adds both fiscal costs and
respondent burden unless other intrusions on instructional time are
minimized (such as reducing or eliminating other assessment and data
collection activities in response to district, State, or federal
requirements).

Hopefully, an exchange of State-level NAEP Hats collection and
reporting for some other data collection activity will be warranted by the
quality and utility of the information generated through NAEP.

Guiding Principles in Analysis and Reporting

Given the purposes articulated above, there are a number of principles
that should guide the development of the design of State-level NAEP
reporting.

A. Fundamentally, the State-level data should reflect what a State's
students know and don't know and for a given time-frame, what they have
learned and haven't learned. Stated in another way, the State-level data
system should be &signed to monitor progress as well as status. As such a
long-term goal of data collection should be the reporting of State-level
trend data.

B. The distribution of performance within the State is as important or
more important than a raw State central tendency. Either percent within the
State in national -iles (e.g., quartiles, deciles) and proportions in
categories defined by some standard setting pzucess (e.g., variations of
NAEP's proficiency scales (NAEP, 1985, 1988)) are desirable options. In

the latter case, age or grade-specific proficiency scales may be more
informative than scales that span all age/grade levels. Moreover, the

number of classifications on the scale should be sufficient to clearly
demarcate distinctive levels of functioning to monitor progress over time.

C. It is better to compare subgroups within a State across States
(i.e., black females) than to present gross central tendencies for all
States. The more refined the subgroups (i.e., white males whose parents
have less than high school education), the more informative the reporting.
This principle holds to the degree that equity in performance is a
consideration, assignments to subgroups can be accurately made, and
estimates of performance at the subgroup level can be made with sufficient
precision.
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D. Reporting perfo-mance comparisons based on complex technical
adjustments (e.g., differences between raw, unadjusted scores and expected
scores derived from regressions of performance on background
characteristics; see Haertel's paper) is inadvisable if for no other reason
than the units for such comparisons ale the 50 States. If comparisons are
to be made, scores should be reported in the original raw metric units.

E. Comparisons of "comparable" States should employ classification
procedures that result either in explicit categorizations whose basis is
easily detectable (wealth rankings, regions) or a coatinuum derived from
such data.

F. Gross aggregations of content/process in a learning domain can
cause bad signals to political and educational leaders resulting in
particularly invidious assessment impact. The measurements used to
generate scores should be sufficiently disaggregated to detect content and
process trends. For example, in mathematics score scales should not
confound performance trends in computational proficiency with problem
solving abilities nor those in basic arithmetic operations with
understanding and application of algebraic relationships.

C. Although the design of a State-level data system is the target,
the data collection and reporting should be sensitive to heterogeneity in
performance across districts, schools, and classrooms as well as students.
Measures of the variability of performance among the educational units at a
given system level represent a desirable adjunct to State-level reports. A
corollary of this principle is that the number of districts, schools, and
classes obtained in the samples from each State should be sufficient to
allow for such reporting.

H. Whatev r basis is used to define the applicable population of
students in a given State should be consistently employed across States in
State-level data reporting. This means that definitions of excluded
populations (e.g., special education, limited English proficiency, private
schools) should be common across States for reporting purposes.
Differences in the proportions of students excluded across States in
various categories should be reported to further contextualize the results.

I. The samples drawn from each State should be sufficiently large to
represent all demographic groups that are of interest nationally but only
for those subgroups of sufficient size in the given State. Thus, no
attempt should be made to oversample in States where particular groups
represent a minute fraction of the student population (e.g., Hispanics in
North Dakota). Samples sh.ald be State representative demographically and
a minimum sample proportion established below which a subgroup's data are
not reported.

Comparisons of States to What?

While a number of reports and orgaaizations call for State-level
comparisons, they are less clear as to the kinds of comparisons of greatest
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interest. A number of distinctive options are possible. It is likely that
several will be needed to satisfy Lhf! conditions implied by the guiding
principles while achieving the purposes identified earlier.

The final recommendations from the panel, like those from the CCSSO
project, focus on two distinctive types of comparisons: reporting student
achievement data for each State separately (recommendation 11) and
reporting comparisons among States (recowmendatior 10). With respect to
the former, we envision the production of a series of "State data pages"
wherein the performance of each participating State's sample on NAEP would
be reported according to the same principles that govern the reporting of
national results. The panel's recommendations for National-NAEP call for
more detailed and informative reporting Llirough greater specificity in
representing domains of learning (recommendation 8) and reporting
distributions of performance overall and by demographic factors
(recommendation 9). In addition, we call for reporting the distribution of
school-level performance within each State as yet another way to portray
the homogeneity or heterogeneity of results. Such distributions are a
useful means to characterize the disparities in performance among schools
within each State's purview.

With the exception of the guiding principles that directly address this
issue, we are less secure in proposing specific choices among the methods
for State-to-State comparisons, including those discussed by Haertel. What

is clear, however, is that most of the alternatives that have been proposed
arouse strong feelings. In a survey of State educational and political
officials conducted as part of the CCSSO project, roughly half of the
respondents strongly advocated straightforward rankings of States on raw
performance scores and violently objected to any attempts to adjust scores
in any way, and the other half expressed exactly the opposite set of
preferences. Similarly, opinions regarding alternatives for taking into
account differences in regional and demographic conditions were diverse and
strongly held.

Given the circumstances described above, there are a number of options
that should 'e considered for the 199,9 and 1992 trials and would likely
provoke considerable interest and attention. Below is the manner in which
several options might be operationalized is discussed briefly.

State to Nation

In envisioning a rein Ling system that most directly serves the

interest of all States who choose to participate, the Availability of
information that allows a given State to contrast its performance with that
of National-NAEP seems least controversial. Here whatever metrics, scales,

and subgroups are deemed desirable are used to produce essentially a unique
State-level data "page" with comparisons to the Nation as a whole. This

comparison treats National-NAEP results as a standard for judging each

participating State's performance.

The se,mingly straightforward and seductive simplicity of this method
of reporting should not lead one to lose sight of the fact that the
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circumstances in a given State might be very different from those in the
Nation as a whole. National results are derived from a sample that is
nationally representative with respect to demographic stratification
factors such as race/ethnicity and community type. When national results
are disaggregated to the specific cells in the stratification, differences
in performance are routinely observed (e.g., NAEP, 1985, 1988; Southern
Regional Educatior. Board, 1987). Given such patterns, one should not
assume, for example, that it is reasonable to project the aggregated
State-level performance in Mississippi with its high poverty rates and
substantial minority population onto the national results with
distinctively different concentrations of these demographic conditions.
Yet, to interpret performance differences typically associated with
demographic factors as inevitable, and thus as a basis for lowering
performance expectations for a given State, would lead to implicit
acceptance of conditions that might arise as the result of discriminatory
educational practices.

The dilemma posed above cannot be resolved by choosing between total
sample and substrata specific comparisons. Either both or neither are
meaningful. The combination of State substrata comparisons to
corresponding substrata nationally with State totals to the Nation as a
whole is more informative and less risky.

Nation to State

Given the inherent complexity of State-to-Nation comparisons, one could
instead attempt to project what the national performance would look like if
the Nation's student and school demography were like that of the State.
Thus for each participating State, separate Lational estimates could be
derived wherein the weights applied to derive estimates of "State-adjusted
national performance" are determined by the characteristics of the State's
student population.

Just as the State-to-Nation comparison has limits, the Nation-to-State
does as well. Without deep stratification by demographic variables
(multiply cross-classified), the comparability of the national cells to the
supposedly corresponding State cells is suspect. Moreover, the disparity
in sample sizes between national and State results can lead to widely
divergent sampling errors in estimating performance levels at the substrata
level. Subsequent aggregation of both national and State results across
substrata to compare performance of Nation and State would mask the
differential instability of cell estimates.

State to "Pseudo-State"

A possible compromise that reflects the same intent as the Nation to
the State but can potentially avoid some of the potential invidiousness of
State-to-State comparisons is to attempt to construct a meaningful
comparison group for each StItc. from either the National-NAEP sample, the
pooled sample encompassing data from all States participating in State-
level NAEP, or both. One means would be to use the national data p-31 to
construct a distribution of "pseudo-States" for each State based on that



State's demographical distribution. Operationally, the comparison to

"pseudo-States" might proceed as folluws:

1. Assign both national and State data to demographic substrata.

2. Select cases from each substratum in the national sample with
frequency equal to number of cases in the State within that substratum.
The resultant sample has the size and demographic makeup of the State's
NAEP sample and thus represents a demographically comparable
"pseudo-State."

3. Estimate performance statistics using the pseudo-State sample data.

4. Repeat Steps 2 and 3 a sufficient number of times (e.g., 100
replicates) to generate the sampling distribution of the performance
statistics from the State-size, pseudo-State samples. The sampling

variance of the distribution would depend on the properties of the State's

demography.

5. 1,-ate the State's actual performance within the sampling
distri' ution constructed from the pseudo-State estimates. For example, if

100 such pseudo-State samples were drawn, one could place the State's own

performance at the ?%ile of this distribution.

The State-to-pseudo-State comparison can only be as good as the

demographical breakdown used to classify students. When the State's data

are assigned to cells based on multiply cross- classified demographic
factors, the correspondence of the sample from the national pool with that
from the State is enhanced if cases are reliably classified. But the

reliability of classification is highly dependent on the quality of the
measurement of student demographic characteristics and on the number of

stratification factors employed in the cross-classification. Moreover, as

the number of stratification factors increase, the cell frequencies in the
cross-classification of State data become less stable, introducing
additional uncertainty into the estimation process.

Another possible limitation of the comparison of State performance to
that of pseudo-States is that the standardization process described above
adjusts only for the student characteristics found in the State and not for

the extra consequences for the State of the concentrations of students with
special needs. For instance, the nature of a State's efforts to respond to

the educational needs of limited English proficient (LEP) students when
such students represent a substantial proportion of the students in a
significant number of schools within the State is likely to be
qualitatively different from another State where LEP students are either
less numerous or more widely dispersed. The sampling procedure described
above cannot readily distinguish whether a case from a given cell of the
national distribution was draw. originally from a school or State with

higher low LEP concentration. (In technical language, the adjustment

accounts only for the compositional influences of demographic
characteristics but not for their contex,ual influences (e.g., Burstein,

1980).)
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To the degree that complications already described can be minimized,
the comparison of a State to its corresponding pseudo-States has intuitive
appeal in that the procedure operationalizes comparability in terms of the
State's own demography. Moreover, it does so in a manner which neither
modifies nor masks the State's performance relative to the National -NAEP
standard. For instance, one can readily envision a display that plots the
performance levels of the States bounded within comparison bands based on
the sampling distributions of their corresponding pseudo-States. A
hypothetical example of this strategy might lead to a finding that
Wisconsin's performance level of 275 is above the national average of 250
but falls at the 40th percentile of its distribution of pseudo-State
samples while Tennessee's performance level of 245 is below the national
average but falls at the 75th percentile of its distribution of
pseudo-State samples. Both sets of results highlight achievements and
target needs for improvement.

State to Itself Over Time

Just as monitoring achievement trends is the main reason for conducting
National-NAEP, we anticipate that the ability to monitor State-level trends
will eventually be seen as the primary benefit of State-level NAEP. The
notion that States should be expected to progress over time seems
inheren ly less controversial than attempting to assess relative status at
a given point in time. Moreover, the benefits of monitoring progress
separately by demographically defined subgroups and by important learning
sub-domains, along the lines discussed in the CCSSO report (1988), are
clear. Otherwise, there is a risk that aggregated trends in progress will
mask disparities in the pervasiveness of progress. For example, a
concentration on trends in total performance in the recent NAEP mathematics
report (NAEP, 1988) could lead to misleading conclusions since the relative
gains over time in lower-level mathematics skills, especially for blacks,
masked the lack of progress on higher-level skills and applications for all
subgroups over time. Similar findings at the State level might lead to
policy decisions either to stay the present course or to alter the emphasis
and targets of reform efforts.

Attempts to interpret trends at the State level are not without
complications, however. Under current plans, State-level samples are
likely to be relatively small (2,000-3,000 students per age/grade level)
and thus State-level performance trends will be much less stable than
national trends, especially at the level of demographic substrata.
Moreover, any changes over time in either the State's demography or the
quality and characteristics of State-level samples will affect the
interpretability of trend data in much the same way as performance patterns
on college admissions tests are influenced by changes in State-level
participation rates in such testing programs. None of these complications
are reason enough to exclude State-level trend reporting. Rather, they
justify careful monitoring and reporting of trends the characteristics
of State samples in conjunction with achievement trends.
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State to Absolute Scale

In recent NAEP reports (1985, 1988), there have been attempts to report
results on scales that are anchored by student performance expressed in
terms of the types of test questions that most students attaining a given
score level would be able to answer correctly. This so-called proficiency
scaling establishes a correspondence between specific tasks and the
underlying scale on which student performance is represented by the IRT
(item response theoretic) methodology used by NAEP. Once established, the
intent of proficiency scales is to provide a form of absolute standard
against which to measure performance in a given assessment area. For

example, one might judge thctt 60 percent of the sample of 17-year-olds can
handle the mathematical to :6 involving sophisticated numerical reasoning
(a proficiency level of 30( according to the 1986 NAEP results) in 1990
where roughly 51 percent could do so in 1986.

Here, again, an informative method of comparison for the Nation can
also be useful for State-level data. Monitoring a State's results at
different proficiency levels better characterizes the distribution of the
performance of its students and the nature of its strengths and
weaknesses. For example, reporting that 95 percent of North Dakota's
13-year-olds can perform basic operations and beginning problem-solving but
only 10 percent can handle sophisticated numerical reasoning tasks focuses
the State's improvement efforts on those aspects of the curriculum where
progress needs to be made.

One feature of the National-NAEP reporting of proficiency levels might
need reconsic'eration before application to State data. Currently, NAEP

proficiency scales span all age/grade levels participating in NAEP
assessment. Thus the 1986 NAEP mathematics results indicate that roughly
20 percent of 9-year-olds, 73 percent of 13-year-olds, and 96 percent of
17-year-olds can perform basic mathematical operations and are beginning to
develop problem-solving skills. While national trends along these lines
may have some merit, targeting proficiency reporting to specific age/grade
levels is likely to be more helpful at the State level. That is, the
anchoring of proficiency scales to expectations about performance for a
given age/grade level and how well each State's students perform with
regard to such scales (as in the North Dakota example in the previous
paragraph) would be more beneficial.

State to State

Much of the discussion in various reports and publications envision
State-to-State comparisons. The Wall Chart has consistently reported such
comparisons and the reports released by the National Governors Association
(NGA, 1987) and CCSSO (1984, 1587, 1988) anticipate such comparisons. None

of these efforts make the attempt to compare States directly any less
hazardous and tricky. No two States (or other educational units, for that
matter) are exactly comparable in either their student and schooling
characteristics or in their educative intents, resources, and efforts.
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Nonetheless, State-to-State comparisons will be made. Under such
circumstances, it is important that the basis for such comparisons be as
clear and as fair as possible. Conditions that encourage clarity and
fairness are those spelled out in the principles articulated earlier. To
the extent that multiply reported disaggregated data can be provided in a
form that reflects the pertinent dimensions that might distinguish
performance within any given State across the States, State-to-State
similarities and distinctions in educational accomplishments are worth
reporting.

The CCSSO report (1988) and Haertel's paper in this report each discuss
several options for reporting State-to-State comparisons. The three
options proposed by CCSSO include (a) comparisons to other States within
regional clusterings like those used by NGA (1987); (b) comparison across
States for students with similar background characteristics; and (c)
comparison of achievement of States ranked according to a composite of
State demographic characteristics. The options Haertel considers viable
are (d) reporting State achievement without any kind of adjustment or
clustering (with comparisons of performance levels of like students across
States); (e) deriving State achievement comparison bands from first
applying regression models to data units defined by assigning State sample
data to community type within major geographic area and then aggregating
predicted results to obtain State-level estimates; and (f) creating
floating comparison groups of States defined by locating a State within
clusters formed by choosing those States just above and below the State on
a demographically defined continuum.

Once State-level NAEP data become available, it is likely that all of
the options mentioned will be applied by some subset of users. If
historical precedent holds, the media will portray raw performance rankings
in some form of league table while NGA and CCSSO will most assuredly
present results by geographically defined clusters of States.

One can also anticipate that comparisons based on demographically
defined groupings will spark the most controversy. The controversy will be
generated by differences of opinion about the types of demographic factors
to take into consideration, whether to treat each factor separately or form
composites, and once factors are selected, whether to cluster States or
sim?ly list them in ranked order. The CCSSO report (1988) contains an
alusttative display with States ordered according to a composite of three
background characteristics representing, respectively, the State's wealth
(e.g., per capita income), the educational level of its citizenry (e.g.,
perc.at of adults who have completed 4 years of high school), and the
poverty concentration within the school-age population (e.g., percent of
school-age children who live in poverty). While these conditions are
beyond the control of the educational system and thus reflec..... realistic
constraints on a State's ability to develop and maintain a sound economic
and social foundation for its educational institutions, both the means of
choosing suitable measures of each condition (Cf., e.g., CCSSO, 1988, pp.
16-17) and of using the measures or a composite based on them are far from
straightforward. For instance, States such as Utah and Wyoming with
relatively high educational levels and low poverty concentrations also tend
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to have low income levels, while States such as New York atd Illinois
combine high income levels with larger poverty concentrations and lower
educational levels (wnich mask considerable intra-State heterogeneity).
Or, alternatively, is California more like Maryland (its closest "neighbor"
on the per-capita income figures reported by CCSSO), Kansas (educational

level), Illinois (poverty concentration), or Oregon (the unweighted
composite of the three background indexes)? Obviously, there will be

debates about which means of characterizing background conditions best
reflects the intent to take educative difficulty into consideration.

Concluding Comments

We have attempted to por,ray the issues, the options, and the
complications inherent in reporting State-level NAEP performance in a fair

and creditable manner. While we argued that certain principles should
guide intent, most notably those dealing with disaggregation of results
wherever substantively warranted and technically feasible and sensible,
straightforward, uncontroversial application of the principles under the
anticipated conditions of the two State-level trials is unlikely.

Concerns about the difficulties in an a priori resolutioi of
differences of opinion about the best means of reporting State-level data
and State comparisons need not be debilitating. The panel recommended that

a wide variety of alternative methods be employed during the 1990 and 1992

trials. Our sense is that it will be importanc to put forward as many
systems of reporting State-level results as the NAEP contractor, the NAEP
governing board, the National Center for Education Statistics, NGA, CCSSO,
the media, and other interested parties can devise during the trial
period.

The empirical evidence from the trials should provoke discussion and
debate about the relative merits of different reporting systems. Out of

such debates could evolve a set of methods that reflect, either implicitly
or explicitly, a working consensus among the various constituencies and

thus become the core reporting methods for State-NAEP after 1994. On the

other hand, if a consensus is unachievable through such a process, the
reports produced by the different constituencies are likely to reflect

their distinctive institutional and organization frameworks and
perspectives. Neither consequence represents either an uncommon or

unhealthy situation. Both conditions could encourage attention to the

similarities and differences, within and across States in the nature of

their educational circumstances and accomplishments. If so, they can

foster ongoing dialogue about the health of the Nation's educational
system, which was the implicit intent of calls for State comparisons in the

first place.
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Within-State Comparisons: Suitability of
State Models for National Comparisons

Edward Haertel
ASA Fellow, NCES

Student achievement tests have assumed unprecedented importance as
indicators of educational outcomes and as tools of edu- ':ional policy. In
a decade marked by concern over educational accountability, test scores
have stood alone as obvious, objective, and available indicators of
significant schooling outcomes. The SAT test score decline, references to
test performance in A Nation at Risk and other reform reports, and the
annual Department of Education "wall charts" ranking the States on
achievement and other education indicators have all contributed to a
heightened interest in test results.

Test scores assume meaning largely through processes of comparison. A
raw score on an achievement test assumes meaning when it is expressed as a
percentile or grade equivalent, placing it in the context of test scores
for some meaningful comparison group. Likewise, an average SAT score of
471 means little in itself, but acquires meaning when it is expressed as an
improvement or a decline over the previous year's performance. Finally,
average test scores for schools, school districts, or States may take on
additional meaning when they are compared to those for other schools,
districts, or States. This last form of comparison is the topic of this
paper.

In this paper, several methods are described for presenting comparisons
among schools or districts within a State. Each is illustrated with
descriptions of the specific procedures used in one or more States. The
paper concludes with a discussion of the suitability of these methods for
making comparisons aaong States within the Nation. The first method
described, yaw comparison, is simply to report and rank unadjusted school
and district means, as is done in Iowa. Next, methods of reporting
achievement relative to a range of expected scores for each school are
described, and illustrated with the procedures used in Pennsylvania. Three
more approaches each limit comparisons to more-or-less homogeneous subsets
of schools or Astricts. Stratification methods, illustrated by the system
used in New Jersey, rank all districts according to an index of the
educational challenge their students present (essentially an index of
socioeconomic status), then stratifies the districts according to that
ranking, and makes comparisons within strata. The procedure used in
Massachusetts is to cluster districts according to community type, then
make comparisons within clusters. Finally, the method of floating
comparison groups used in California is described. Under this method,
schools are ranked and each is then compared to its own unique comparison
group comprising some fixed number of schools ranked above and below it.
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Before turning to these various methods of reporting, some assumptions
underlying any comparative reporting method are briefly discussed.
Following the presentation of the different methods, the paper concludes
with a general discussion of the implications for State-by-State
comparisons.

Valid Comparisons Among Educational Units

Suppose a school district includes four elementary schools. Schools A
and B serve largely "at risk" students, and schools C and D serve largely
"advantaged" students. A and B have lower average daily attendance, higher
transiency, and more LEP students. They serve areas of the city with
higher unemployment, and on average, the parents of students in schools A
and B have fewer years of education than parents of students in C and D.
There are also fewer books and magazines in their homes. A greater
proportion of students in schools A and B come from single-parent families.

Suppose now that the district selects a standardized test that validly
measures some of the learning outcomes in its curriculum, and administers
that test to all fourth graders in the four schools, following proper
testing procedures. Suppose further that the average test scores for
schools A and B turn our markedly lower than for schools C and D. Are
comparisons among these average scores for the four schools valid? The
answer can only be, "It depends." Such comparisons are valid for some
purposes, not for others. It is probably correct to infer that fourth
graders in schools A and B are not performing as well as those in C and D
on the objectives measured. It is not correct to infer that schools A and
B are less well run or have less effective teachers. Achievement
comparisons alone cannot answer questions about school quality when the
schools compared serve different kinds of students.

Test score comparisons among schools, districts, or States invite
inferences about the relative quality of services those schools or systems
provide. Indeed, the logic of testing for accountability all but demands
such inferences. Differences among the units compared in the educative
environments of students' homes and communities, in student language
backgrounds, or other factors render suspect simple comparisons among
average scores. This suggests that reporting systems should incorporate
some kind of adjustment for such differences. An ideal reporting method
would indicate which units were doing well and which were doing poorly
relative to the levels of achievement that ought to be expected of them.

Risk of legitimating inequality of educational outcomes. The preceding
discussion may have suggested that making fair comparisons among test score
averages was basically a technical problem. Quantifying the differences in
the amount of challenge posed by the student bodies in different schools or
school systems might be difficult, but still in principle a purely
statistical matter. In fact, of course, the definition of fairness in
comparisons is bound up with educational philosophy and values. The
challenge set was to indicate units' performance relative to the levels of
achievement that ought to be expected of them. One position holds that in
our society, the same expectations for content mastery must be held for All
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students. To judge an inner-city school satisfactory for :going better than
other inner-city schools is unacceptable if its students still fall short
of national averages. It follows from this position that any methodology
that adjusts tor background characteristics runs the risk of legitimating
existing inequities by implying that inferior outcomes are good enough for
students that have historically achieved at inferior levels. Thus, there
1_ a tension between invidious comparison and legitimation of inequality.
On the one hand, it seems unfair to hold schools or systems to a common
expectation when they enjoy unequal levels of out-of-school support. On
the other hand, it seems unfair to accept unequal outcomes for different
learners, regardless of the rationale.

This is a serious and abiding problem, not to be resolved in this
paper. The methods to be discussed for making test score comparisons all
are referenced, implicitly or explicitly, to the status quo. In one way or
another, all of the methods employed by the different States embody an
assumption that on average, schools serving different kinds of students are
about equally good. Equivalently, these methodologies assume that the
average differences in achievement across levels of socioeconomic status
(SES), size and type of community (STOC), or other factors adjusted for are
due entirely to differences in the educative challenge posed by different
kinds of students, rather than differences in the average quality of
education offered by their respective schools or school systems.

Consider a possibly hypothetical example. If large-city schools in
general offered poorer educational services and in general served less
advantaged students, then the gap between their achievement scores and
those of smaller cities would be due in part to the greater challenge their
students posed and in part to the poorer instruction delivered. (These
effects would not necessarily be additive--if poorer students were more
vulnerable to the effects of poor instruction, then the interaction between
student and school characteristics would further increase the achievement
disparity.) One way of making "fair" comparisons among schools would be to
cluster them according to size and type of community, and then compare each
school to others within its own cluster. This approach would indicate that
typical large-city schools were doing about as well as could be expected.
Anott,sr way of making "fair" comparisons would be to regress average school
sal' gement on some SES composite (also defined at the school level), and
to .3e the predictive equation obtained to calculate an expected
acs .evement level for each school. This approach would also indicate that
ty,ical schools serving low-SES students were doing about as well as could
be expected. Neither approach would reveal overall differences in the
quality of schooling provided to large-city versus smaller-city students,
or to high-SES versus low-SES students. Differences due to instructional
quality would in effect be attributed to student demographics.

Appropriateness of the educational objectives tested. One last
assumption must be mentioned in passing. Fair comparison also requires a
test that validly measures learning outcomes given the same priority in all
of the units comparea. If the schools within a district or the districts
within a State are supposed to teach the same curriculum, then a test
chosen to represent that curriculum should satisfy this assumption. For

23
231



interstate comparisons, however, finding a test that offers a fair basis
for comparison might be more problematical. If a given learning outcome is
not equally weighted in the curriculum frameworks of different States, then
it might be unfair to compare those States on a test of that learning
lutcome. Note that in testing for educational accountability, the learning
outcomes covered should have equal priority in the intended curricula of
the schools or systems compared. Equal representation of these outcomes in
the instructional materials used or in the instruction delivered does not
bear on the question of accountability.

Summary. Despite their limitations, risks, and hidden assumptions, methods
for comparing schools or school systems can be useful in guiding
educational policy. Expected achievement levels or observed achievement in
similar units can be used to set realistic goals for improvement, to
recognize excellence, and to target resources to the areas of greatest
need. Such methods must never be used, however, to legitimate inequalities
in educational outcomes. Raw, unadjusted achievement scores also say
something important about the relative attainments of students, and should
always be reported in conjunction with any adjusted or expected scores. If
comparisons are made within cluste of schools or systems that resemble
one another, performance should also be reported relative to schools or
systems across all clusters. In fact, it appears to be universal practice
to present unadjusted comparisons to the entire set of schools compared in
conjunction with comparisons to any adjusted or predicted scores.

Models for Comparing Districts or Schools

Reporting Unadjusted

Iowa has the oldest and most comprehensive testing program of any
State, although it is not administered by the State government. Both
public and private schools participate. For decades, virtually every
elementary school student at every grade level has taken the Iowa Tests of
Basic Skills (ITBS) in the fall of every year. Over 80 percent of the high
schools in the State administer the Iowa Tests of Educational Development
(ITED) annually, and most of the remaining high schools give the ITED every
other year. At all levels, the reporting of individual performance to
pupils, teachers, and parents is emphasized, but information about schools
and districts is also prepared and made available. In addition to
student-level norms (e.g., percentile ranks for individual students'
scores), school-level norms are prepared,' and the roughly 430 districts
in the State are ranked from highest to lowest.

Simply reporting the relative standings of students, of schools, and of
districts has some obvious advantages. It is easy to understand, and it
avoids entirely the dangers of legitimating unequal outcomes by setting
different expectations for different learners. Its major disadvantage is
the difficulty of reaching judgments al-out the relative quality or
effectiveness of different schools or districts, which may serve different
sorts of student populations. The system works 4n Iowa primarily because
no great weight is placed on it. School districts are legally required to
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release their test results to whomever requests them, but scnool-by-school
reporting of test results in local papers is unusual. There are no fiscal
or other rewards or sanctions associated with good or poor performance for
schools or districts. The primary emphasis is on individual-level
reporting of performance to students, teachers, and parents. Another
contributing factor may be the relative homogeneity of students, schools,
and districts in Iowa. Many States embrace far greater extremes of
educative challenge and of schooling outImes.

In summary, Iowa's testing program highlights the importance of the
intended uses of test score comparisons in f.ny consideration of ways in
which those comparisons should be made and reported. The need for
elaborate adjustments or comparison procedures only arises when
considerable public attention is directed to test score comparisons, or
when fiscal or other rewards or sanctions depend on them.

Expected Scores

It is a universal finding that student achievement test scores are
correlated with socioeconomic status. Although the full range of student
achievement levels may be found at all socioeconomic strata, it remains
true that on average, students whose parents earn more money and have
completed more years of schooling will themselves earn higher scores on
achievement tests. Suppose that one wished to compare schools servin4
student bodies at different socioeconomic levels. Assuming that each
school's SES could be quantified, regression analysis could be used to
adjust for these differences.

The predicted achievement levels provided by a regression analysis are
no more or less than conditional means--average levels of achievement among
those units at some given level of SES. Linear regression obtains these
conditional means under the assumption that there is a linear relationship
between mean SES and mean achievement at the school level. If rather than
some single SES composite, measurements of several variables are used, then
multiple linear regression can yield the weighted sum of those measurements
that best predicts average achievement. A school's observed average
achievement score is compared to its predicted score, derived via multiple
linear regression. If various lsumpe.ons of the regression model are
satisfied, then this is equival it to comparing the school to the average
achievement in a hypothetical population of schools having its exact
profile of background characteristics.

Not only the mean, but also the variance of school achievement levels
may be estimated for the school's hypothetical comparison group. A
"comparison band" may be reported, including a range of some number of
stand:-..rd deviation units (standard errors) above and below the hypothetical
mean. A school whose observed achievement falls within this range is
performing "as expected," and those above or below their comparison bands
may be singled out as exceptional. The width of the comparison bands
determines about what fraction of all the schools in the State will be
designated high or low achieving relative to "as expected."
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This kind of regression adjustment to achievement test scores is
ubiquitous in educational research. The original "effective schools"
research began with a search for statistical outliers, that is, schools
achieving at substantially higher levels than predicted by the
characteristics of the students and cemmuni es the) served. Some

standardized achievement tests (e.g., the Me_:opolit.n Achievement Tests)
offer among their standard scorin- services an optional report comparing
each school building's mean per"...-mance to the level predicted from an
index of teacher- or student-reported parent educational level.

In Pennsylvania's Educational Quality Assessment (EQA) program,
achievement scores are obtained for each school at each grade level, for
each of a series of content areas. These school scores are averages of the

scores of all students participating in the (matrix-sampled)
assessment. An equation is then derived to predict the-e school means
using the variables shown in Table 1. The same variables are used across

grade levels and content areas. They were selected from among available

"nonmodifiable" (... out-of-school background variables representing student
socioeconomic level, based in part on findings from stepwise regression
analyses, ant are intended to represent influences on achievement ovel
which schools have no control. The inclusion of a variable does not imply

that it has some direct or causal influence on achievement, merely that it
serves as a proxy for some complex -4. background factors related to
achievement (Pennsylvania Department of Education, 1987).

Table 1.--Variables Used for Prediction of School Mean Achievement Scores
in Pennsylvania's EQA Program

Predictor Source of Data

Percentage of low-income students

Percentage of girls

Level of parental education

Population deysity of residential
community

Percentage of white students

Frequency of residence/school change

Student time spent watching television

Number of books and magazines
in the home

State Chapter 1 files

Student questionnaire (self report)

Student questionnaire

Student questionnaire (assisted by
examiner if necessary)

Student questionnaire

Student questionnaire

Student questionnaire

Student questionnaire

1The square of th!s variable is also included in the regression equation.

2340
-,

-



Prediction bands are obtained as each predicted score plus or minus one
st ,lard error. Under this formula, about two-thirds of all school scores
N ,ld be expected to fall within their comparison bands, about one-sixth
would fall below their bands, and about one-sixth would fall above. Note
that the choice of one standard error as the width of the comparison band
is arbitrary. It is effectively a decision to flag the lowest and the
highest 16 percent of the adjusted scores, rather than, say, the lowest and
highest 10 percent or the lowest and highest 25 percent. Note also that
this procedure does not account for differences in the precision of
achievement averages according to the number of students tested. A
slightly more complex formula would provide ri,rower bands for larger
schools than for smaller schools.

Each school receives a report showing, for each grade level/content
area combination, the number of students on which the score is based, the
obtained school mean, its percentile rank and stanine in the overall State
distribution, and an indication of whether it is below, within, or above
the calculated comparison band.

If the assumptions of the regression model are satisfied, it yields
comparisons of schools "holding constant" the effects of whatever variables
are included in the c4uation. Thus, the choice of these variables is
critical. In the Pennsylvania procedures, it is emphasized that predictors
are limited to "nonmodifiable" or out-of-school variables, on the grounds
that these represent the "inputs" or "raw mcterials" the schools have to
work with (Pennsylvania Department of Education, 1987). Ideally,
adjustments for unmodifiable variables would account for the particular
characteristics that made a school's student body different than average.
If the school's actual achievement was above this predicted level, it would
follow that it was a superior school, and conversely.

This rationale for including only "nonmodifiable" variables in the
equation may be clarified by considering a counterexample. Suppose t),at a
"modifiable" or school process variable were included--amount of homework,
for example. Each school would then be compared to a hypothetical
population of sc ''ools that among other things assigned as much homework as
it did. Schools that assigned too little homework would not be penalized,
because their hypothetical comparison groups would consist of other schools
that assigned tile same amount of homework that they did. Thus, there would
be no incentive for increasing homework.

The Wig of adjusting only for unmodifiable variables is compelling,
but unfortunately, the practice is not so simple. A complete discussion of
the assumptions entaile, including the measurement (without error) of all
such variables and the linearity of their relationships to achievement, may
be found in standard texts on regression. The most critical assumption for
purposes of this discussion is thet the set of unmodifiable variables did
to predict any of the variance in school process variables, which of
course do not appear in the equation. This is a more formal statement of
the concern raised initially that calculating and reporting expected scores
may legitimate inequities in educational services by attributing
achievement disparities entirely to differences in educational inputs. To
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continue the earlier example, if the amount of time students spend doing
homework could be predicted in part from the amount of time they spend
watching television or from the percentage of low-innone students, then
including these variables in the predictive equation would hav some of the
same effect as including amount of homework assigned. Limiting the
predictors included in the regression equation to those that appear to
measure "out -of- school" factors does not assu that orilyL'inputfilpr "raw
materials_are being adiusted for. Not only .nay these procedures fail to
adjust for some part of tLa out-of-school effects, bit:- they may also
erroneously adjust for some effects of school policies and practices.

The commentary provided by the Pennsylvania Department of Education
(1987) includes firm, clear, and appropriate warnings rgainst assuming that
the variables in its equations are the only important ones, inferring
cause-and-effect relationships from the regression equations, or inferring
the relative importance of the background variables from their ordering in
the regression equation or from the relative magnitudes of their regression
coefficients. Similar warnings should be issued any time these procedures
are applied.

In spite of the limitations of regression procedures for estimating
expected or predicted scores, they are widely used and well understood.
The Pennsylvania procedures described by way of illustration appear to
represent a technically sound, sensitive, and appropriate application of
predicted scores as an adjunct to the reporting of unadjusted comparisons
to State means.

The three remaining methods resemble one another more closely than they
resemble the approach used in Pennsylvania. Expected score methods like
Pennsylvania's use data from all schools or districts to estimate a model
relating achievement levels to out-of-school characteristics, then use that
model to produce expected achievement levels for each of the units
compared. The results are compaesons of observed achievement levels to
mathematical predictions of w.at those achievement levels should be. The

three remaining methods all present comparisons of each school or district
to other, actual schools or districts, not to predicted scores. These

other schools or districts are chosen to be a fairer comparison group than
the set of ell schools or districts would be. The three methods differ
primarily in how these other schools or districts are selected.

Stratification Methods

One simple way to compare a school or district to others like itself is
to arrange all of the units along some continuum from lowest to highest,
divide that continuum into several strata, and make comparisons within
strata. The system used in New Jersey for organizing school districts into
District Factor Groups (DFGs) will serve as an illustration. Procedures of

this kind require three steps: (1) defining the continuum; (2) creating

the strata; and (3) expressing each school's or district's performance
relative to that of others in its stratum. These are discussed in turn.
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Defining the continuum. Schools or school systems might be ordered
according to any number of different variables, with different choices
giving different rankings. Different rankings would favor different
districts, and so the method chosen must be carefully considered and well
justified. In many ways, the problem of choosing a continuum to define
equitable comparison groups resembles that of choosing a set of variables
to calculate expected scores. Districts located close together on the
scale should resemble one another with respect to characteristics that are
strongly related to achievement but beyond the control of the district.
Many different factors might be chosen, including home educative
environment, parent education, student transiency, or economic factors
related to out-of-school learning opportunities. Each of these (and of
course other possible variables) would define a somewhat different
continuum. However, most such variables are positively correlatid with one
another, and so a composite of several such indicators is likely to
correspond fairly well to any one of them, including those not directly
represented in the composite. The continuum so defined will turn out once
again to represent something like socioeconomic level.

Given district achievement score averages and a set of background
variables, a continuum could be defined by determining what weighted
combination of background variables best predicted the achievement scores.
This could be done using multiple regression, exactly the way the expected
achievement scores were calculated for schools in Pennsylvania. Tie
background variables would be used to calculate predicted achievement
levels for each district and these predicted achievement levels woule
define the continuum. Districts would then be ordered according to their
predicted achievement lt,rela, so that those located close to one another on
the continuum had sets of background characteristics yielding similar
predicted achievement levels. Note that even though achievement data were
used in determining the regression equation defining such a continuum, each
district's ranki,1 would be solely a function of its background
characteristics, and not of its achievement scores.

Rather than explicitly using information about the relation of
different background variables to achievement, alternative procedures might
seek a composite that is most effective in distinguishing among districts.
In other words, one might seek noi- the weighted c mbination of background
variables that correlates most highly with achievement, but rather, the
weighted co"ibinatiun that maximizes variability from one district to
another. The statistical procedure appropriate for this approach is
principal component analysis, which was used to define the DFGs presently
employed in New Jersey.

The background variables used to define New Jersey's DFGs are shown in
Table 2. Information on these variables was obtained fro'a the 1980 census
for each of the roughly 500 school districts in New Jersey. The first
principa3 component of the covariance matrix of these xriables was used to
define tie continuum according to which districts were ranked. New
Jersey's DFGs date back to 1974, and procedures for defining the continuum
have been modified from time to time. Initially, factor analysis rather
than principal component analysl., was employed, and an eighth variable,
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mobility, was included. Mobility was definzd by the percentage of c:-..rsons
residing in the same housing unit for at least the past 10 years. It was
eliminated from the equation based on empirical findings that it did not
contribute significantly to the differentiation of districts according to
socioeconomic status.

Table 2.--Variables Used to Define District Factor Groups (DFOs) in
New Jersey

Educational Level

1 - less than 4 years of high school

5 - more than 4 years of college

Occupational Status

1 - laborers

11 - old and new professionals

Density

number of persons per hou.seholA

Urbanization

percent of district considered urban

Income

median family income

Unemployment

Poverty

Percent of those in the work force who received
some unemployment compensation in 1979

Percent of residents below the poverty level is 1979

Note: All data are obtained from the 1980 decennial census.

Although factor analysis could be informative concerning the underlying
structure and dimansionalicy of the district background varieles, use of
component analysis to define the SES composite is more appropriate.
Estimating the score of each district on a hypothetical factor would be
much more complex and controversial than calculating its score on the first
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principal component. Component analysis is the proper statistical tool to
use,

atf-ing the strata. Having arrayed the districts along a continuum,
they must then be divided into strata. This might be done by dividing the
continuum into equal intervals, or by dividing the ranked districts into
equal-sized groups. The latter approach was actually taken, creating ten
DFGs of about 50 districts each. An eleventh DFG was created for
vocational districts, which draw their students from larger geographical
areas. nere appears to be no compelling reason for requiring that the
DF6s be of uniform size. Suppose that the distribution of district SES is
xore or less bell shaped, with most districts at intermediate levels and
fewer in the extremes. Then the lowest or highest decile of the districts
would span a wider range of SES levels than an intermediate decile, and so
w"thin-DFG heterogeneity would be greater in the extreme groups. Rather
than forming groups containing equal numbers of districts, it would be
possible to construct groups spanning approximately equal rang^ of SES.
This alternative approach of dividing the SES continuum into al
intervals would reduce the problem, of differences in within-DFG
heterogeneity, but could easily result in some DFGs containing only a few
districts. Moreover, the equal-interval solution would be strictly
justified if there were a linear relationship between the SES scale and the
district's averaze expected achievement. The procedure followed, dividing
the districts into deciles, depends only on their ralik ordering, and does
not involve any assumption that the SES continuum is an equal interval
scale, or that it is linearly related to achievement.

By design, each DFG is substantially more homogeneous than thc set of
all 500 or so districts in New Jersey, and so each district resembles
others in its own DFG more closely than those in other DFGs. Nonetheless,
each DFG still defines a range of socioeconomic levels. Districts near the
boundaries between DFGs may be slightly penalized if they fall at the
bottom of a group of higher SES districts or slightly favored if they fall
at the of a group with lower SES districts. Increasing the number of
DFGs re. his problem, but makes each DFG smaller and therefore less
stable. ir, decision in New Jersey to create comparison groups of about 50
districts represents a compromise between homogeneity and stability.

Describing each district's performance. The DFG serves as a norm group
for each district it contains. In addition to reporting a district's
performance relative to all districts in the State, its achievement score
everages may be reported relative to the distribution of achievement
averages for its DFG. The district's quartile, percentile rank, or stanine
within its DFG might be reported, for example.

Clustering Metnods

As part of its complex system for reporting school achievement test
results, Massachusetts uses a community classification scheme developed in
1985. Unlike New Jersey's DFGs, Massachusetts's Kind of Community (KOC)
categories were not created by segmenting an SES continuum, nor can they be
arrayed along a single dimension. Fifteen socioeconomic and demographic

239 0,,
9 -)



variables were identified using data from the 1980 census and from State
agencies, including variables reflecting community property values, income,
educational level, economic activity, percent minority, population density,
and other factors. After obtaining information on these 15 variables for
each of the roughly 350 communities in the State, cluster analysis was used
to find homogeneous community categories. The KOC categories that resulted
are shown in Table 3 (Massachusetts Department of Education, 1985).

Table 3.--Kind of Community (KOC) Categories Used by the Massachusetts
Department of Education

Urbanized Centers Manufacturing and commercial centers;
densely populated; culturally diverse

Economically Developed Suburbs

Growth Communities

Residential Suburbs

Rural Economic Centers

Suburbs with high levels of economic
activity; social complexity; and
relatively high income levels

Rapidly expanding communities
in transition

Affluent communities wizh low levels
of economic activity

Historic manufacturing and commercial
community -..; moderate levels of

economic activity

Small Rural Communities Small towns; sparsely populated;
economically undeveloped

Resort/Retirement and Artistic Comm inities wit'. high property values;
relatively low income levels, and
enclaves of retirees, artists,
vacationers and academicians

Source: A New Classification Scheme for Communities in Massachusetts.
Massachusetts Department of Education, 1C85.
(Publication No. 1 z,253-100-11-85-CR)

Although factors like community educational level, unemployment rate,
and percentage minority E reflected in the KOC categories, these
categories are probably not sufficiently homogeneous to defiue comparison
groups for schools. Accordingly, classification by KOC is just the first

step in Massachusetts's reporting system. Within each separate KOC,

regression analyses are used to predict achievement using four background
factors that reflect a school's socioeconomic status. Separate regressions

are done for each grade tested (3, 7, and 11) in each broad content area
(reading, mathematics, and science). The lJackground factors are obtained
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are done for each grade tested (3, 7, and 11) in each bread content area
(reading, mathematics, and science). The background factors are obtained
from either a school principal's report (grade 3) or student questionnaires
administered as part of the State assessment (grades 7 and 11). At grade
3, they include the school's average parent occupational level (calculated
from the principal's report of the proportions of parents in each of five
categories), percent receiving free or reduced price lunches, percent who
left school since the beginning of the year, and percent whose families'
native language is not English. At grades 7 and 11, the background factors
included indices of mothers' and of fathers' education, of language other
than English in the home, and of the proportion of students born outside
the United States (Massachusetts Department of Education, 1986).

Regressions of overall reading, mathematics, and science scores on
these background factors yield predicted achievement levels for each
school, and these become the midpoints of comparison bands for each
school. The width of the comparison band is determined so that in a given
content area/grade level combination, 25 percent of the schools fall below
their bands, 50 percent within the bands, and 25 percent above the bands.
These band widths account for both the standard error of estimate and the
number of students tested, using a formula of the form

( constant 1) + (constant 2) / (square root of number of test scores used)

where (constant 1) and (constant 2) depend on ale grade level and content
area.

Like the other States discussed, Massachusetts provides raw comparisons
to the entire State distribution, as well as comparisons adjusting for
socioeconomic level. In its educational Assessment Report, columns appear
for the entire State, for the school's KOC category, f,r the school's
district, and for the school itself. These are followed by a column giving
the school's nomparison band. There is a row for each test.

ageting,Comparison Croups Method

The State of California has developed a variant of a stratification
method that merits special attention. It involves the same three steps of
defining a continuum, creating strata, and expressing each schocl's
performance relative to that of uthers in its stratum. With the floating
comparison groups method, however, every school between the tenth and
ninetieth percentiles of the SES continuum is located at the midpoint of
its own uniquely defined stratum. Thus, it is in the second step that the
floating comparison groups method differs from the stratification method.

Define _the continuum. Four background factors are defined for each
school, as shown in Table 4. Most of this background information is
obtained from a student questionnaire administered in conjunction with the
State assessment, with responses averaged across students within a school.
Achievement scores for each school are obtained from the matrix-sample'
State assessment using item rezponse thsory (IRT) methods, in each of
reading and mathematics. To locate the schools on a so-ioeconomic status
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continuum, the reading and mathematics scaled scores are added together,
and this sum is regressed on the four background factors. This provides an
equation giving each school's expected achievement score as a function of
its background characteristics. Schools are ranked according to these
expected scores. Note that this regression approach was discussed earlier
as a possible alternative to the procedure used In New Jersey. Note also
that each schcA's location on the SES continuum is determined without any
reference to its achievement scores, strictly as a function of the school's
background characteristics.

Table 4.--Background Variables Used to Define SES Composite for California

Educational Level Obtained by More Educated Parent
1 - not a high school graduate
. . .

5 - advanced degree

Student Mobility
percent of students enrolled in the district during the last two years

English Language Fluency
percent Limited English Proficient (LEP) according to State criteria

Poverty
percent of families receiving Aid for Families with Dependent Children
(AFDC)

Creating Strata. Several years ago, California used five strata
' 1efined by the quintiles of the SES ranking just described. The strata so
defined were satisfactory for schools that happened to fall near the center
of their comparison groups, but were less than satisfactory for districts
near the boundaries between quintiles. Not only were such districts
relatively superior or inferior to their comparison groups depending on
which side of the boundary the fell on, but an unacceptable proportion of
such schools were reclassified from year to year, so that they would fall
at the top of one band 1 year, and at the bottom of another band the next
year. The solution found in California was to define a different
comparison band for each school, consisting of the 10 percent of schools
above it on the socioeconomic ranking and the 10 percent below. (For

schools in the top or bottom 10 percent of the entire distribution, the
comparison band is defined as it was befo-e, as the top [bottom; 20 percent
of all schools.)

Describing each school's performance. As for other States, each
school's performance is reported first of all relative to the overall
distribution of California schools. Also reported are each school's
percentile ranks in the distributions of score's for its comparison group.
If, for example, a school's reading score surpasses those of 35 percent of
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the schools in its own comparison group, then that school's reading
percentile is 35. Percentiles defined in this way are not so easily
compared across schools as conventional percentiles would be, because they
are referenced to different distributions. Nonetheless, an empirical
examination by Fettler (1988) showed that these "floating percentiles" had
surprisingly good distributional pro-erties, and that they were highly
correlated (r .90) w /th residual scores derived by conventional
regression procedures.'

a
Across the States, there are two broad approaches to the problem of

accounting for socioeconomic differences In comparing achievement across
schools or districts. One is to generate predicted scores for each unit
compared, and the other is to provide a more appropriate and homogeneous
comparison group fcr each unit, comprising other units that it resembles.
These approaches are used as adjuncts, never replacements, for
straightforward reporting of each unit's actual achievement relative to the
State as a whole. One of the most sophisticated reporting systems
examined, for the Commonwealth of Massachusetts, combines both approaches
by adjusting for socioeconomic level within clusters defined by different
kinds of communities.

Reporting distributions as well as means. These methods, and the
discussion of them to this point, have been limited to predicting average
achievement levels for entire units. More elaborated reports of score
distributions and of performance for student subpopulations could be far
more informative. As one moves from the level of schools or districts to
larger aggregates like States, more differentiated reporting becomes more
feasible just because sample sizes can be larger. Figure 1 illustrates the
format used to present student score distributions in the Educational
Assessment Report of the Massachusetts Educational Assessment Program.
Similar formats are used in some other States, as well. In the
Massachusetts report, the quartile breaks for the entire State are uses to
define four achievement ranges, and these ranges are used to present
achievement distributions for successively narrower comparison groups for a
given school: its kind of community (KOC) and its district. A separate
table in the Masachusetts report presents wan test scores for the State,
KOC, district, and school, together with the school's comparison score
band, all for a series of content areas.

For purposes of making SES adjustments, the mean appears to be the most
tractable distributitnal Summary. Nonetheless, statistical models could in
principle be devised for other distributional 1,arameters, such as medians,
quartiles or other quartile: Given the substantial difficulties in
modeling even means successiAly however, and given that models for means
seem to have satisfied the accountability and policy requirements of the
States, there appears to be little reason to pursue the problem of
accounting for effects of socioeconomic level on other distributional
characteristics.
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Even if predicted scores or comparison bands are created only for neans
and not for other statistics summarizing distributions, fuller reporting of
achievement distributions remains an important goal. The Massachusetts
report demonstrates that easily interpretable reporting formats can be
devised to communicate information about score distributions and norms for
distributions.

Figure 1.--Format used in Massachusetts for reporting school
score distributions in comparison to State, comparison
group, and local norms.

Student Score Distribution

Content
Area

Kind of
State Community District School

Quarter N

Highest 25
R)eding Third 25

Second 25

Lowest 25

Highest 25
Mathematics Third 25

Second 25

Lowest 25

Highest 25

Science Third 25

Second 25

Lowest 25

A table following the above format is included in the Massachusetts
Department of Education's "Educational Assessment Report." The

accompanying text explains that each entry provides the number or
percentage of students who scored in a particular quarter of the
Statewide distribution.

Reporting performance fc- student subpopulations. In addition to more

fully describing score distributions for the entire population, test
performance might be reported for student subpcpulations. Such more
differentiated reporting could reduce the need for SES adjustments, by
permitting cross-State comparisons of students more closely resembling one
another. Suppose, for example, that State A has lower achievement than
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State B in part due to A's higher proportion of low SES urban students.
Rather than comparing overall achievement for A and B, it would be more
informative to compare low SES urban students in A versus those in B, and
similarly for other demographic classifications.

If socioeconomic level were included in the scheme for defining student
subgroups, then in theory reporting by subgroup could make other forms of
adjustment unnecessary. A possible disadvantage, however, is the
substantially greater amount of testing that might be required to obtain
accurate achievement score estimates for all subgroups, especially in
smaller States.

Models for Comparing States

In using any of these school or district models for comparing States,
the first problem encountered is that there are so few units to be
compared. Regression models flr predicting achievement levels work best
with at least 200 or so units, not a mere 50. If States were first divided
into clusters, say into four geographic regions, the number of units within
each cluster would probably be too small to support any further modeling by
State SES. Even if within-State models cannot be applied directly at the
national level, however. they may offer useful points of departure in
considering methods for State-level comparisons.

Repotting Achievement Without Adjusting or Clustering

Complex adjustments or comparison groups may not be necessary. One
alternative is still to simply report achievement for each State, without
attempting to specify how high each State ought to score. To be fair to
each State, data on overall achievement would be supplemented by reports of
achievement for student subgroups within each State, as described above.
Data would be reported so as to encourage interstate comparisons of like
students, and to minimize attention to comparisons of overall means. .n
order to control sufficiently for achievement differences, the student
subgroups used in such a system would probably have to incorporate
socioeconomic level. For example, they might be defined by a
cross-classification of socioeconomic level and kind of community. This
form of reporting scheme would offer useful data and permit fair
comparisons, but would be expensive. Larger samples would be needed to
estimate achievement for each subgroup than would be required only to
estimate achievement for the State as a whole. This scheme would also
require linking SES information to individual students, possibly by using
student-reported parent occupation or education.

Calculating Expected Scores for States

The States are few in number, and nearly all encompass a wide range of
types of communities and of socioeconomic levels. For these reasons,
models that predict State achievement means directly from State background
variable means appeer unpromising. As an alternative, one general api.roach
is to build models for units at some lower level of aggregation than the
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States, and then combine predicted achievement scores for these
within-State units to get State-level estimates. This may be referred to
as a composition approach.

In outline, a composition model would first require definitions of some
relatively small number of types of within-State units. For example, these
might be several types of school districts, types of communities, or types
of students. Second, each State would be partitioned into units of the
designated kinds. Third, statistical models would be formulated for
achievement for each kind of unit. At their simplest, such models would
predict the same achievement level for all units of a given kind. More
sophisticated models might predict achievement as a function of unit
characteristics, like the within-KOC models predicting achievement as a
function of SES it Massachusetts. Fourth, whatever background
characteristics were used in these models would be measured for each of the
units in all of the States. Using these data, mean achievement would be
predicted for each unit within a State, and aggregated to the State level.
Designing a sound model of this kind would require a sophisticated
understanding of the demography of the United States. No detailed
specification will be attempted here, but a sketch of a possible model can
be given.

For units, kinds of communities seem the best choice. School districts

are problematical because their average size differs considerably from
State to State, because they sometimes overlap, and because background
data, e.g. from the decennial United States census, may not be readily
aggregated to correspond to school district boundaries. Types of units

might be created by crossing the Size and Type of Community (STOC)
categories used in the National Assessment of Educational Progress (NAEP)
with the four major geographic regions by which NAEP results are reported,
and then collapsing across some or all regions within STOC categories where
necessary to obtain enough units of a given type to fit a model. Parts of

New York, Chicago, and Los Angeles would probably be placed in the same
category, for example, even though they are located in different geographic
regions, but southern small places might be distinguished from northeastern
small places.

Sufficient data should be readily available from the union of NAEP
samples in participating States to fit regression models predicting
achievement within each type of unit. The predictors used would be limited
to data available for all suh units in the United States, not just those
sampled. In practice, this would probably limit them to data from the
United States Census. Priority would be given to educational and economic

indicators of socioeconomic level. Each type of unit would have its own
regression equation, but for simplicity, it would seem best to use the same
set of predictors for all types of units. Nonetheless, there is no

technical reason that different sets of predictors could not be used for
different types of units. (In the actual construction of the model, the

stages of defining unit types and modeling achievement within types would

probably be done jointly, not seriatim as presented here. If two

provisional community types had similar regression equations, they could be
pooled, for example.)
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The regression equations for each community type together with
background data on all communities would permit the estimation of predicted
scores for each unit within each State. In order to aggregate these to the
State level, information on the numbers of students in each community would
be required. Assuming that schools could be mapped onto communities, this
information might come from Quality Education Data (QED) tapes used by
Westat to draw NAEP samples, or from the Common Core of Data, or from State
education agencies. It would seem simplest if possible to obtain the
information from a centralized source.

Given predicted score leveler for each community and weights necessary
to aggregate those estimates to the State level, predicted score levels for
each State would be calculated. Standard formulas from sampling theory
would provide acceptable approximations to standard eErors at the State
level, which could be used to create comparison bands'. The primary
concern in creating comparison bands would be fairness to each State.
Clearly, the sizes of comparison bands would differ from one State to
mother. In general, the margin of error would be inversely related to the
size of the State, for example.

Floating Comparison Groups for States

The method of floating comparison c'roups used in California might be
used for State comparisons with little change. Such a proposal is spelled
out in some detail in the March 1988 report of the National Assessment
Planning Project conducted by the Council of Chief State School Officers
(CCSSO, 1988). Although the CCSSO report recommends further study before
the set of variables defining an SES continuum is selectee, they suggest
provisionally eiat per capita income, percent of adults having completed 4
years of high school, and percent of school-age children in poverty might
be used. States could be ranked according to an equally weighted comp,site
of these three indicators, reversing the direction of percent of children
in poverty. Each State could then be compared to a ten-State group,
including the five States above and below it as determined by the ranking.
The top and bottom five States would each be compared to the same extreme
group of ten States. This procedure has the advantage of being simple to
understand, and makes good use of the limited number of States available by
including each State in five or more different comparison groups. Little
is said in the CCSSO report about the actual reporting of the comparison
between a given State and its comparison group, but several options might
be considered. Most simply, the rank ordering of the State among those in
its group could be reported. Still better might be to report only whether
each State fell below, within, or above the middle-half of its comparison
group. Alternatively, each State's mean could be contrasted with an
unweighted average of the achievement means for its comparison group
States. (This latter approach would probably yield a series of "expected
achievement levels" that were not rank ordered in exactly the same way as
the States were. Anomalies might be difficult to explain.)
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a ma
There is no wholly satisfactory solution to the problem of presenting

State-to-State comparisons fairly, but methods used for interschool and
interdistrict comparisons within selected States provide useful starting
points. Whatever method is used should be no more than an adjunct to the
reporting of unadjusted achievement levels. Models giving predicted levels
or providing focused comparison groups are probably best restricted to
State-level achievement means, but overall means alone are insufficient for
reporting each State's achievement. Additional distributional summaries
such ac selected quantiles should also be reported, and if feasible,
achieveraLt should also be reported for significant student subpopulations.

After reviewing several models used in selected States, three possible
approaches were recommended for State-to-State comparisons. First was the
reporting of State achievement without any kind of adjustment or
clustering, including performance levels for subgroups of students and
encouraging comparisons of like students across States rather than gross
State-level comparisons. Fcond was an approach for deriving State
achievement comparison bent.. based on a series of regression models for
different types of communities within each major geographic region. Third
was the use of floating comparison bands or floating clusters, following
the model used in California as proposed in the 1988 CCSSO report.

Footnotes

1The term "units" is used throughout to refer to schools, districts, or
States--whichever are being compared to on2 another.

2The distribution of school means is not the same as the distribution of
individual scores, nor is there in general any simple relationship between
the quantiles of the two distributions. Separate norms are required for
locating a school in the distribution of schools versus locating a student
in the distributin'- of students. A school's percentile rank cannot be
derived from the percentile ranks of its students. This same principle
applies to any two cr more levels of aggregation, e.g., districts or
States. Note that in general, the higher the level of aggregation (i.e.,
the larger the units compared), the smaller the 'ance among the means of
those units.

3Matrix sampling is a procedure under which different. _ idents respond to
different sets of test items. This permits greatly expanded sampling from
the content of the curriculum, because Zar more items can be used than
could practically be given to any ode individual. By greatly improving the
reliability of school-level means, matrix sampling can dramatically
increase the correlations between school achievement scores and predictors
like the average parent educational level. The precision of the predicted
achievement levels is thereby increased accordingly. With regard to the
regression procedure ..self, however, it makes no difference whether school
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means are derived from an assessment that uses matrix sampling or from a
single test given to all students.

4Residual scores were obtained by regressing science achievement on the
four background factors, then subtracting the predicted science achievement
score from the obser7eL score. Science percentiles were obtained within
floating comparison groups as described in the text. The high correlation
between residuals and floating percentiles indicates that the two
procedures are operating in much the same way to control f r SES. Scores
that appear exceptional under one approach are likely to appear exceptional
under tt. other approach as well.

5Note that because of incomplete model specification, errors in
regression models would probably be positively correlated across
communities of the same kind within a State. These correlations would be
difficult to estimate, and would have the effect of ilicreasing the actual
standard errors of State-level estimates. In other words, standard errors
calculated by ignoring these correlated crrors would be too small. This
problem would best be minimized by specifying f.ufficiently homogeneous
community types in the first stage of the procedure. Assuming the problem
was about as serious in one State as another, it would not seriously
compromise the fairt,anct of the procedure to different States.
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